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0.0.1 Application of Machine Learning in Process Monitoring

Michael B. C. Khoo
School of Mathematical Sciences, Universiti Sains Malaysia,
11800 Penang, Malaysia

ABSTRACT: In today's manufacturing industry, there is a shift towards digital-
ization and integrating machine learning with large and complex data to tackle the
challenges of high dimensionality and large sample sizes. This integration aims to
improve the e�ciency of production processes and cost savings for companies and
ultimately to improve the quality of products produced. One important application
of machine learning in manufacturing is in control charts for monitoring the man-
ufacturing process. A control chart is a vital tool in Statistical Process Control to
monitor industrial processes and distinguish between special and common causes of
variations. The implementation of a control chart involves plotting control charting
statistics with decision lines to determine whether there is a process shift in the
quality characteristic of interest. Machine learning algorithms have the potential
to enhance the e�ectiveness of control charts by providing accurate predictions and
real-time monitoring of shifts in the process parameters. Numerous studies are avail-
able, where machine learning methods have been adopted to enhance the e�ciency
of control charts. In this presentation, we will look at some existing studies that
involve a fusion of machine learning and control charting techniques. The presenta-
tion will also highlight the challenges faced in this fusion and the future directions
of using machine learning in making control charts an e�ective process monitoring
tool.

0.0.2 Designs on strongly-regular graphs

R. A. Bailey
University of St Andrews

ABSTRACT: Some particularly nice graphs are the strongly-regular graphs. Their
edges and non-edges form the associate classes of an association scheme. The corre-
sponding Bose�Mesner algebra (linear combinations of the adjacency matrices) has
three common eigenspaces, one of which is V0, which consists of the constant vectors.
In classical work on design of experiments, the experimental units are grouped into
b blocks of size k. This corresponds to the strongly- regular graph consisting of b
complete graphs of size k, with no edges between them. There are three common
eigenspaces. One is V0; one consists of vectors which are constant on each block and
whose entries sum to zero (it has dimension b− 1); the third is the orthogonal com-
plement of these two, which has dimension b(k− 1). In some other experiments, the
experimental units are all pairs of individuals who have to undertake a given task
together. If all such pairs are used exactly once each, then the set of pairs forms a tri-
angular association scheme. If there are n individuals then there are N = n(n−1)/2
such pairs. The corresponding Bose�Mesner algebra has three common eigenspaces.
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One is V0; one consists of linear combinations of the indicator vectors of individuals,
constrained so that the entries sum to zero (it has dimension n− 1); the third is the
orthogonal complement of these two, which has dimension N −n. In both cases, we
assume that the variance-covariance matrix C of the responses to the experiment is
an unknown linear combination of the matrices of projection onto these eigenspaces.
Two types of block design are particularly important. In balanced block designs,
the variance of the estimated di�erence between any two treatments is the same,
no matter what the eigenvalues of C are. In orthogonal block designs, the linear
combination of responses which gives the best unbiased estimator of any di�erence
between treatments does not depend on what the eigenvalues of C are. Such designs
are often said to have commutative orthogonal block structure. In this talk I will
give some constructions for balanced designs and some for designs which have com-
mutative orthogonal block structure, in each scenario. This is joint work with P. J.
Cameron (University of St Andrews) and D. Ferreira, S. S. Ferreira and C. Nunes
(Universidade de Beira Interior).

0.0.3 Post-strati�cation for Estimation of the Population Mean
with Sub-sampling the Non-respondents under Simple
Measurement Error Model

Okafor, Fabian C1 and Okafor, Boniface I2
1Department of Statistics, University of Nigeria, Nsukka, Enugu
State, Nigeria
2Covenant Polytechnic, Aba, Abia State, Nigeria

ABSTRACT: In this paper, we have proposed an estimator for the population
mean in post-strati�cation when there is unit non-response applying Hansen and
Hurwitz (1946) method of sub-sampling the non-respondents. Since in human sur-
veys response (measurement) error frequently occurs, we have used a simple response
model to derive and examine the proposed estimator where response error occurs in
both the respondent and non-respondent groups. We have compared this estimator
theoretically under a super population model with ordinary Hansen and Hurwitz
estimator and observed that the performance of the two estimators depends on the
nature of the combination of total variability of the population and the total vari-
ability of the non-respondent group. Under the measurement error model, it is seen
that variance of the observed value of the variable of interest consists of the variance
of the true value, the variance of the measurement error and the covariance between
the measurement error and the true value.
KEY WORDS: Post-strati�cation, sub-sampling, non-respondents, Mean, Re-
sponse error
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0.0.4 New tests for the multivariate skew normal distribution
hypothesis

E. González-Estrada
Department of Statistics, Graduate College, Mexico

ABSTRACT: The multivariate skew normal (MSN) family of distributions extends
the normal one by incorporating a shape parameter. It provides probability models
for datasets owning moderate degrees of skewness. This talk is about the problem of
formally testing the null hypothesis that a random sample follows a MSN distribu-
tion when parameters are unknown. Testing hypotheses in the presence of unknown
shape parameters usually requires both the replacement of the unknown parameters
by e�cient estimators and the use of parametric bootstrap for approximating criti-
cal values. The implementation of this technique might be computational expensive
when studying the size and power properties of the tests by simulation methods.
Such computational burden becomes even heavier when parameter estimations are
obtained by numerical techniques, as is the case of the MSN distribution. Further-
more, the use of parametric bootstrap does not ensure that the true type I error
probability will preserve the nominal test size for �nite sample sizes. In order to cir-
cumvent these problems, for testing the MSN distribution hypothesis, on the basis
of some probability properties, data are transformed to variates following approx-
imately univariate skew normal and gamma distributions. The skew normal and
gamma distribution hypotheses are then validated by using the general approach
for goodness of �t testing introduced by Chen and Balakrishnan (1995). The per-
formance of these procedures is assessed by Monte Carlo simulation. The results
indicate that this approach renders statistical tests for the MSN distribution that
preserve the �xed test size under the simulation settings considered; meanwhile, the
existing tests for this problem struggle to control the type I error probability.

0.0.5 Conjunction probability of smooth stationary Gaussian
�elds

Pham Viet Hung
Department of Probability and Mathematical Statistics, Insti-
tute of Mathematics Vietnam Academy of Science and Tech-
nology, Hanoi, Vietnam

ABSTRACT: In this talk, we �rstly recall the motivation and some results on the
distribution of the maximum of Gaussian �eld such as: Euler characteristic method,
Rice method and the asymptotic formula for the case of non-convex index domain.
Then we will present a relevant problem, so-called conjunction probability, founded
by Worsley and Friston. We provide the asymptotic formula for the conjunction
probability and compare it with the heuristic approximation given by the Euler
characteristic method.
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0.0.6 ADVANCINGNATIONAL DEVELOPMENT THROUGH
MACHINE LEARNING

Olaniyi Mathew OLAYIWOLA
School of Mathematics, Statistics and Actuarial Science, Uni-
versity of Kent, Canterbury, United Kingdom
Email: o.olayiwola@kent.ac.uk

ABSTRACT: Machine learning (ML) stands at the forefront of technological in-
novation, poised to signi�cantly impact national development agendas across the
globe. This talk aims to delve into the transformative potential of ML in addressing
key socio-economic challenges faced by nations worldwide. Despite strides in tech-
nology and data availability, persistent issues such as poverty, healthcare disparities,
and environmental degradation continue to hinder progress. Traditional approaches
to national development often lack scalability and predictive capabilities, leading
to suboptimal outcomes. Machine learning presents a paradigm shift, o�ering gov-
ernments and organizations the ability to leverage data-driven insights for informed
decision-making and proactive intervention strategies. By harnessing ML algorithms
to analyse vast and diverse datasets, nations can forecast trends, optimize resource
allocation, and drive sustainable development initiatives more e�ectively than ever
before. Historically, national development e�orts relied on manual data analysis and
heuristic-based decision- making processes, which were constrained by human biases
and limited scalability. Machine learning, however, o�ers a data-driven approach
that adapt and evolve over time, revolutionizing how nations approach development
challenges. Through predictive analytics, ML models forecast economic indicators,
optimize healthcare delivery, and enhance education outcomes, among other ap-
plications. Preliminary studies and real-world implementations demonstrate the
impact of ML on various aspects of national development, from economic forecast-
ing to healthcare management and beyond. Looking to the future, the integration
of machine learning into national development agendas holds immense promise for
driving sustainable growth and societal well-being. This talk serves as a catalyst for
dialogue and collaboration, bringing together stakeholders from academia, govern-
ment, and industry to explore innovative strategies for leveraging machine learning
in enhancing national development e�orts and building a brighter future for all.

0.0.7 A general maximal projection approach to uniformity
testing on the hypersphere

Bruno Ebner
Institute of Stochastics, Karlsruhe Institute of Technology,
Karlsruhe, Germany

ABSTRACT: And my abstract reads as follows: We propose a novel approach
to uniformity testing on the d-dimensional unit hypersphere Sd−1 based on maxi-
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mal projections. This approach gives a unifying view on classical uniformity tests
of Rayleigh, Bingham, as well as links to measures of multivariate skewness and
kurtosis. We derive the limiting distribution under the null hypothesis using limit
theorems for Banach space valued stochastic processes and present strategies to sim-
ulate the limiting processes by applying results on spherical harmonics theory. The
behaviour under contiguous and �xed alternatives of the test statistic is examined
and consistency of the procedure is shown for some classes of alternatives. The
theoretical �ndings and empirical powers of the procedures are evaluated in a broad
competitive Monte Carlo simulation study.

0.0.8 Comparison of some test statistics for testing regres-
sion coe�cients under the Logistic ridge, Liu and KL
regression model: methods and simulations

Sergio Perez Melo*, Zoran Bursac** and B.M. Golam Kibria*
*Department of Mathematics and Statistics
**Department of Biostatistics
Florida International University, University Park Miami FL
33199, USA
Email: serperez@�u.edu

ABSTRACT: Ridge, Liu and Kibria- Lukman regression are methods that have
been proposed to solve the multicollinearity problem for both linear and non-linear
regression models. This paper studies di�erent Ridge, Liu and Kibria-Lukman re-
gression z-type tests of the individual coe�cients for logistic regression model. A
simulation study was conducted to evaluate and compare the performance of the
test statistics with respect to their empirical sizes and powers under di�erent simu-
lation conditions. Our simulations allowed us to identify among the proposed tests,
which ones maintain type I error rates close to the 5% nominal level, while at the
at same time showing considerable gain in statistical power over the standard Wald
z-test commonly used in logistic regression model. Our paper is the �rst of its kind
in comparing the z- type tests for these di�erent shrinkage approaches to estima-
tion in logistic regression. The results will be of value for applied statisticians and
researchers in the area of regression models.
Keywords: Empirical power; Kibria-Lukman regression; Logistic regression; Liu
regression; Ridge regression, Simulation study; Type I error rate
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0.0.9 Response Envelope for E�cient Multivariate Linear Re-
gressions with Information Complexity

Kabir Opeyemi Olorede1, Emmanuel Abraham Niyi1, and Wa-
heed Babatunde Yahya2
1Department of Statistics and Mathematical Sciences, P.M.B.
1530, Kwara State University, Malete, Nigeria
2Department of Statistics, P.M.B. 1515, University of Ilorin,
Ilorin, Nigeria
Email: kabir.olorede@kwasu.edu.ng; Phone: +2348035308179

ABSTRACT: This study delves into Su�cient Dimension Reduction (SDR), a
powerful method for extracting valuable insights from high-dimensional data. The
overarching goal of the study is to evaluate the e�ectiveness of the response en-
velope model in reducing the standard error associated with estimated regression
coe�cients in multivariate linear regression. To enhance the response envelope's per-
formance, especially in terms of balancing over�tting and under�tting risks when
choosing the envelope dimension, a novel variant of the information complexity
(ICOMP) criterion: the Inverse Fisher Information Matrix (IFIM) version, referred
to as ICOMP(IFIM) has been successfully introduced. This is the �rst instance
of such an introduction in the literature on envelope models. To demonstrate the
advantages of the response envelope model over the traditional multivariate linear re-
gression model, two well-known benchmark datasets: the Berkeley Guidance Study
dataset by Tuddenham and Snyder (1953) and the cattle weight study dataset by
Kenward (1987) were utilized. The e�ciency gains and optimal dimension selection
using ICOMP(IFIM) in comparison to the Akaike Information Criterion (AIC) and
the Bayesian Information Criterion (BIC) were assessed. The results clearly indi-
cated an enhanced e�ciency, as evidenced by reduced standard errors in estimated
coe�cients for both datasets. The envelope model consistently outperforms the stan-
dard multivariate linear regression (MLR) estimators in both cases. Notably, in the
Berkeley Guidance Study, intriguing di�erences emerge between the envelope model
and the conventional model regarding the height of boys and girls at ages 12, 13,
and 14, providing valuable insights into age-related height di�erences. Furthermore,
the analysis of the cattle weight data reveals a distinct treatment e�ect on cattle
weight, with the divergence becoming apparent from week 12. This underscores the
signi�cance of the response envelope model in uncovering subtle distinctions in data
patterns. In summary, this research has highlighted the e�ectiveness of the response
envelope model as a valuable tool for dimension reduction and coe�cient estimation,
particularly in the context of big data analyses with multivariate response.
Keywords: Multivariate linear regression, Dimension reduction, Su�cient Dimen-
sion reduction, Envelope model, Information Complexity
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0.0.10 Predicting Daily Energy Use in Homes: A New Ap-
proach using Sliced Inverse Regression Method

Olorede K. O.1, Tundun T.1 , Emmanuel A. N.1 , Olorede-
Afolabi N. O.1 , Olaosebikan A.1 , and Yahya W. B.2
1Department of Statistics and Mathematical Sciences, P.M.B.
1530, Kwara State University, Malete, Nigeria
2Department of Statistics, P.M.B. 1515, University of Ilorin,
Ilorin, Nigeria
Email: kabir.olorede@kwasu.edu.ng; Phone: +2348035308179

ABSTRACT: This study addresses the challenge posed by unsupervised statistical
learning in electricity smart meter data. It employs sliced inverse regression (SIR)
to improve electricity load billing pro�ling and automation. The objectives include
transforming the smart meter data (SMD) into a supervised learning problem, reduc-
ing SMD data e�ectively for visualization and modelling via SIR, building predictive
models for daily electricity consumption loads using sliced inverse regression ordinary
least square (SIR-OLS) hybridization, and introducing a shrinkage SIR-OLS method
(SSIR-OLS) for variable selection. SIR was applied to the data with (h = 5) slices
for dimension reduction where h is the number of slices, and marginal dimension
tests were used to identify the optimal number of SIR estimated su�cient predictors.
Ordinary least squares regression (OLS) and least absolute shrinkage and selection
operetor LASSO-SIR were employed for modeling mean electricity load and vari-
able selection, respectively. The study obtained SIR estimated basis vectors in the
central subspace, with the �rst su�cient predictor showing a signi�cant correlation
with electricity load. Comparison between SIR-OLS cases I and II revealed potential
over�tting in case I. The prediction plot displayed a good alignment of predicted
and observed mean electricity loads, highlighting SIR-OLS's outstanding predictive
accuracy. Overall, this research underscores the e�ectiveness of sliced inverse regres-
sion in enhancing dimension reduction regression for electricity billing and pro�ling
through smart metering. The SIR-OLS model, regardless of an intercept, emerged
as the optimal choice for accurately predicting daily electricity consumption/load
pro�les while preserving data granularity. Additionally, the SSIROLS model excels
in identifying speci�c days crucial for predicting customers' average load pro�les.
Keywords: Slicing, Shrinkage, Su�cient Dimension Reduction, Central Subspace,
smart meter data, data granularity
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0.0.11 LASSO-ICOMP: Adaptive Regression Shrinkage and
Variable Selection via the Lasso with Information Com-
plexity

Olorede K. O.1, Olaosebikan A.1 , Olorede-Afolabi N. O.1 , and
Yahya W. B.3
1Department of Statistics and Mathematical Sciences, P.M.B.
1530, Kwara State University, Malete, Nigeria
2Johannesburg Business School, JBS Park, 69 Kingsway Av-
enue, Auckland Park, University of Johannesburg, South Africa
3Department of Statistics, P.M.B. 1515, University of Ilorin,
Ilorin, Nigeria
Email: kabir.olorede@kwasu.edu.ng, kolorede@uj.ac.za

ABSTRACT: This study provides a data-adaptive remedy for four concerns that
have dogged the use of the classical least absolute shrinkage and selection operator
(LASSO): (i) LASSO uses cross validation for choosing the shrinkage parameter (λ),
which is machine-dependent, arbitrary, and non data- adaptive, (ii) LASSO variable
selection is, therefore, often inconsistent, (iii) LASSO has no grouping property,
consequently, it tends to select only one variable from a group of highly correlated
variables, and (iv) in the p > n case, the LASSO selects at most n variables. This
could be a limiting factor if the true model consists of more than n variables. The
development in this study, called LASSO-ICOMP, begins with the introduction of
the scale invariant information complexity (ICOMP: Bozdogan, 1987) with weight
modi�cations as a data-adaptive alternative to the somewhat arbitrary choice of
the regularization term λ1 in LASSO. The basic intent of this novel proposal in re-
gression regularization and shrinkage is to utilize information-theoretic measure of
dependence and complexity among variables in high-dimensional multivariate sta-
tistical modelling and data mining tasks to circumvent the identi�ed shortcomings
of LASSO. Two high dimensional data examples including colon cancer and the Ri-
bo�avin (Vitamin B2) production rate data sets were analyzed to show the utility,
�exibility, and versatility of our approach. Although the classical LASSO competes
favourably with the proposed LASSO-ICOMP on test prediction performances us-
ing both data sets, the latter conveniently circumvented the identi�ed snag of the
LASSO in terms of true model selection consistency and grouping e�ect.
Keywords: Regression, Shrinkage, Information Complexity, Covariance Complex-
ity.

16



2nd ICSTMA Abstracts, 25th & 26th April 2024 CONTENTS

0.0.12 △2-Convergence and uniform Distribution of Double
sequences in Lacunary Sense

1A. G. K. ALI and 2A. M BRONO
1Department of Mathematics and Computer Science, Borno
State University Maiduguri, Borno State, Nigeria
2Department of Mathematical Sciences, University of Maid-
uguri, Borno State, Nigeria
Email: akachallaali@gmail.com, bronoahmadu@unimaid.edu.ng

ABSTRACT: In this paper, we introduced and studied △2-Convergence of non-
negative real valued double sequence with respect to the usual partition of [0, . We
have also shown that every convergent double sequence is △2-Convergent, however
the converse is not true. Apart from this, some basic properties of - Convergence as
well as by using any double lacunary sequences as a partition of non-negative real
numbers, double lacunary uniform distribution were de�ned. Finally we established
some inclusion relations between uniform distribution modulo 2 and double lacunary
uniform distribution and proved some interesting results.
Keywords: -Convergence, double sequence, Uniform distribution, lacunary se-
quence.

0.0.13 PERFORMANCEMEASURE ONAN IMBALANCED
SAMPLING DISTRIBUTION FOR MULTI-CLASS
PROBLEMS

A. A. Chindo1 and O. S. Balogun2

1National Centre for Hydropower Research and Development,
University of Ilorin
2Department of Food and Agricultural Engineering, Kwara
State University, Malete, Nigeria
Email: chindo4september@gmail.com

ABSTRACT: Learning and classi�cation are the two processes in data classi�-
cation, the test data is used to estimate the accuracy of the classi�cation rules.
The pre-classi�ed samples are used by classi�er-training system to control the set
of variables to be used for proper discrimination. In this study, confusion matrix
was used to derive the measurement metrics. These metrics were used to examine
the in�uences of harmonic mean of precision and recall in the process of adjusting
the inherent sampling distribution in order to o�er the prediction of the magnitude
of �ood along the Foma-river. The accuracy of the classi�cation wasapproximately
81%, which demonstrated a very high correct predictionandexplained how signi�-
cant the variables are. However, due to the imbalanced sampling distribution in
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the study, the accuracy of the classi�cation cannot be suitable for the �ood pre-
diction. The confusion matrix was used to generate the measurement metrics that
harmonized the mean of precision and recall in the process of adjusting the imbal-
anced sampling distributionin solving the multiclass problems.The study was able to
realise a 10% error in classi�cation rule, resulting from the harmonization of the pre-
cision value (0.8026) and the recall value (0.6386). The error reduction is related to
variables that were falsely predicted to be correct in accuracy value (0.8071), which
was elicited by the di�erenceinthe F1-score value (0.7081).In addition, the study has
been able to elaborateon the derivation of multi-class metrics and its application to
address the problem of imbalanced data classi�cation.
Keywords: Data mining, Machine learning, Classi�er,Confusion matrix,Measurement
metrics

0.0.14 A New Convoluted Parametric Distribution for Ana-
lyzing Bimodal Longitudinal Survival Data

Okorafor , U.1, Akarawak, E. E. E.2 and Hamadu, D.3
1Department of Statistics , Yaba College of Technology, Yaba,
Lagos
2Department of Mathematics, University of Lagos
3Department of Actuarial Science and Insurance, University
of Lagos
Email: uneke.okorafor@yabatech.edu.ng, Phone: 08150750279

Abstract: Longitudinal survival data often exhibit complex patterns, such as bi-
modality, which challenge traditional statistical models. This research proposes a
novel approach to modeling such intricate data structures through the introduction
of a new convoluted parametric distribution. The proposed distribution combines
the �exibility of parametric models with the ability to capture bimodal survival
patterns, making it particularly well-suited for the analysis of complex longitudi-
nal survival data. The framework on which this research will be carried out is the
T- R{Y} framework to generate a new continuous distribution from existing distri-
butions. The proposed new probability distribution that will be developed in this
research work will be able to capture the variability in bimodal longitudinal sur-
vival and medical data. We derive the mathematical formulation of the proposed
distribution and assess its properties through simulations, demonstrating its e�cacy
in accurately capturing bimodal features. The distribution is then applied to real-
world longitudinal survival datasets, showcasing its superior performance compared
to existing models. Additionally, we provide a comprehensive comparison with other
parametric and non-parametric approaches to highlight the advantages of our pro-
posed method in handling bimodal longitudinal survival data. The implications
of this research extend to various �elds, including medical research, epidemiology,
and engineering, where the analysis of bimodal longitudinal survival data is crucial
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for informed decision-making. The introduced convoluted parametric distribution
serves as a valuable tool for researchers and practitioners seeking robust and accurate
models to gain deeper insights into the dynamics of complex survival processes.
Keywords: T-R{Y} framework, Cumulative Density Function, Quantile function,
Survival function

0.0.15 MULTIPLE REGRESSION ANALYSIS OF THE IM-
PACT OF SOME SELECTEDMACRO � ECONOMIC
VARIABLES ON THE GROSS DOMESTIC PROD-
UCT (GDP)

Okorafor Uneke1 and Onyeka-Ubaka Josephine Nneamaka2
1Department of Statistics, Yaba College of Technology, Yaba,
Lagos, Nigeria
2Department of Statistics, University of Lagos, Lagos, Nige-
ria., Nigeria
Email: uneke.okorafor@yabatech.edu.ng,
josephine.onyeka-ubaka@unilag.edu.ng,
Phone: +2347032526812, +2348059839937

ABSTRACT: The economy of many nations is dwindling with the recent hap-
penings in the globe. This development has made macro-economic variables un-
predictable and volatile. Understanding the interrelationships between GDP and
key macroeconomic variables is pivotal for navigating economic challenges, fostering
sustainable growth, and enhancing overall economic stability. This study employs
multiple linear regression analysis to investigate the relationship between Gross Do-
mestic Product (GDP) as the dependent variable and four prominent macroeco-
nomic indicators�namely, in�ation rate, interest rate, exchange rate, and the all-
share index�as independent variables. Utilizing a robust dataset spanning historical
records of GDP and corresponding data on in�ation rates, interest rates, exchange
rates, and stock market performance, this research evaluated the quantitative impact
and signi�cance of these variables on GDP. The model obtained is GDP = 22.995
� 0.265INF � 2.452INT + 0.75EX + 0.323ASI. The analysis revealed compelling
results indicating a statistically signi�cant relationship between GDP and the se-
lected macroeconomic factors. The �ndings suggested that in�ation rate, interest
rate, and exchange rate exhibit varying degrees of in�uence on GDP, with in�ation
rate demonstrating a moderately negative impact, while interest rate and exchange
rate display positive associations with GDP �uctuations. It is recommended that
policymakers should consider adopting measures to manage in�ationary pressures
while utilizing interest rate and exchange rate policies strategically to stimulate
economic growth.
Keywords: In�ation rate, Interest rate, Exchange rate, Gross Domestic Product
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0.0.16 INVESTIGATING THE PREDICTIVE PERFORMANCE
OF BVARAND BVECMODELS UNDER THE SUB-
JECTIVE PRIOR

ALEMHO J. E.
Department of Basic Science, University on the Niger, Umunya,
Anambra State
Email: alemhojoseph2020@gmail.com

Abstract: Bayesian VAR models are used for structural and computational analy-
sis of macroeconomic variables. Subjective prior is used in shrinking (tackling) the
models' parameters thereby curtailing the problem of parameter proliferation asso-
ciated with the models. The subjective prior fully re�ects the researcher thought
prior to the data and the associated hyperparameters are chosen to re�ect this re-
searcher's thought. The predictive performance of these models; BVAR and BVEC
was evaluated using the forecasting assessment; the Root Mean Squared Forecast
Error and Average of Log Predictive Likelihood. Also, the study utilizes both sim-
ulated and real life data in which the values of the prior were subjectively chosen
as 0.1, 0.01, 0.001 and 0.0001. It was discovered among others that BVEC Model
has a better and robust forecasting performance than BVAR model. BVEC Model
should be considered when forecasting the main macroeconomic variables of Nigeria
because it possesses a better predictive ability than the BVAR model. Also, it pre-
dicts the direction of change in the chosen macroeconomic variables. Therefore, in
forecasting and evaluating main macroeconomic variables of an emerging economy
like Nigeria, BVEC model with subjective prior should be considered.
Keywords: Hyperparameters, Predictive Performance, BVAR and BVEC Models,
Forecasting Accuracy

0.0.17 THE EXPONENTIATEDGENERALIZED INVERSE
LOMAX POISSON MODEL WITH AN APPLICA-
TION TO LIFETIME DATA

Oseghale O. I., Phillips S. A., and Ajayi B.
Department of Statistics, Federal University, Otuoke, Bayelsa
State.
Federal School of Statistics, Ibadan, Oyo State.
Department of Mathematics and Statistics, Federal polytech-
nic Ado-Ekiti.
Email: innocentoseghale@gmail.com

ABSTRACT: When we generalize a lifetime distributions a more �exible and
tractable distribution always evolved for applied statisticians. By compounding the
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exponentiated Inverse Lomax and Poisson distributions, a new continuous distribu-
tion is obtained, called the exponentiated Inverse Lomax Poisson distribution. The
new model extends the Inverse Lomax distribution and some other distributions and
it is quite �exible to analyze both positively and negatively skewed data. Various
structural properties of the new distribution are derived including explicit expres-
sions for the ordinary and incomplete moments, generating and quantile functions,
mean deviations, Lorenz and Bonferroni curves, reliability, Renyi and Shannon en-
tropies, and their moments. The estimation of the model parameters is carried
out using maximum likelihood. The potentiality of the new model is illustrated by
means of a real data set.
Keywords: Incomplete moments, Lorenze and Bonferroni curves, quantile func-
tions, Maximum likelihood

0.0.18 The Inverse Lomax Odd Exponentiated-Weibull dis-
tribution: A Regression Approach

Jamilu Yunusa Falgore, Abubakar Yahaya, and Sani Ibrahim
Doguwa
Department of Statistics, Ahmadu Bello University, Zaria-
Nigeria
Email: jamiluyf@gmail.com

ABSTRACT: Log-Inverse Lomax Odd Exponentiated Weibull distribution (Log-
ILOEWD) was �tted to HMO-HIV+ data alongside others comparators. These
comparators are the Log-Odd Lindley Half logistic distribution (Log-OLHLD) by
Eliwa et. al., (2021) and Log-Topp leone Odd Loglogistic Weibull Disribution (Log-
TOLLW) by Brito et. al. (2017). The depended variable, yi is the observed survival
time (in months) with censoring indicator censi (0 = alive, 1 = death), is modeled
with two covariates: the history of drug use, xi1 (1 = yes, 0 = no) and the ages
of patients, xi2 . This data is from hypothetical HMO-HIV+ study as reported by
Hosmer et. al. (2011). This data is also available in R package as Bolstad2. Given
that the Log-ILOEWD regression model has the lowest AIC and BIC statistics values
among the two regression models (Log-OLHLD and Log-TOLLWD), we may infer
that the Log-ILOEWD regression model yields a superior �t. At the 1% level, the
regression parameters are determined to be statistically signi�cant. The computed
regression parameters indicate that drug-using people have shorter lifespan than
non-drug-using people. Furthermore, people's lifetimes get shorter as they get older.
Keywords: Hiv, Inverse Lomax, Survival Regression
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0.0.19 A NEW POISSON-MIXED MODEL: ITS PROPER-
TIES ANDAPPLICATION INMODELLING COUNT
DATA

Bello Ishola Sanni, Deborah Oluyemisi AMOS and Samuel
Adewale Aderoju
Department of Mathematics and Statistics, Kwara State Uni-
versity, Malete, P.M.B. 1530, Ilorin, Nigeria.
Email: 3sbello@gmail.com

Abstract: In this paper, a new mixture distribution for count data, namely the two-
parameter Poisson-Rama (TPPR) distribution is proposed. The TPPR distribution
is a �exible alternative for analysing count data, especially when there is over-
dispersion in the data. Some properties of the proposed distribution are derived, such
as, the moments. The unknown parameters of the TPPR distribution are estimated
by using the maximum likelihood estimation. Application of the distribution is
carried out on three datasets. Based on the results, it is shown that the proposed
distribution provides a better �t compared to the Poisson, and a better alternative
to the negative binomial, and Generalized Poisson-Sujatha distributions for count
data.
Keywords: Count data; Poisson-Rama distribution; Over-dispersion; Mixture dis-
tribution; Maximum likelihood estimation

0.0.20 On the New Exponentiated-Sujatha Distribution and
its Applications

Badmus, N. I.
Department of Statistics, University of Lagos, Akoka, Yaba,
Nigeria
Email: nibadmus@unilag.edu.ng

Abstract: In this article, we present a new distribution called the new Exponentiated-
Sujatha distribution. This is an extension from one-parameter Sujatha distri- bution
by Shanker (2016) is developed using Exponentiation method. Some of its statis-
tical properties like: reliability function, hazard rate function, reversed hazard rate
function, cumulative hazard rate function, moments, moment gen- erating function,
entropy, and order statistics of the proposed distribution were established. In the
same vein, the estimation of parameters of the distribu- tion is found based maximum
likelihood technique. Then, the applicability and tractability of the distribution is
tested on two numerical illustrations. There- fore, the new distribution performance
supersedes and has better �ts than other extant distributions considered.
Keywords: Cumulative Hazard, Entropy, moments, Monte Carlo, Reserved Hazard
Rate, Sujatha distribution
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0.0.21 Formulation of Linear Model from One-Way Classi�-
cation Model

Badmus, N. I.
Department of Statistics, University of Lagos, Akoka, Yaba,
Nigeria
Email: nibadmus@unilag.edu.ng

Abstract: In this study, we present a way of formulating linear model from One-
Way classi�cation called Completely Randomized Design (CRD). This classi�cation
consists only treatment and the formation is done by taking both elements in rows
and columns as response variable. In the same vein, the number of n-trial, slope,
predictor and regression parameters were obtained within the system. Meanwhile,
an illustration is carried out to validate the formulation.
Keywords: Design, Predictor, Randomized, Response variable, Treatment

0.0.22 Analysis of Employee's Compensation: An Applica-
tion of Panel Data Using Least Square Dummy Vari-
able (LSDV) Model Approach

1I. B. Okoroafor and 2A. C. Nzomiwu
1Department of Statistics, Federal College of Agriculture, Ishi-
agu, Ebonyi State, Nigeria
2Department of Business Administration, Faculty of Economics,
Maria Curie-Skiodowskiej University, Lublin Poland
Email: ok.iykeben@gmail.com, and ok.iykeben@yahoo.com

ABSTRACT: This research was conducted to estimate compensation of employee
using panel data. The estimation method is based on iterative algorithm that cal-
culates least square dummy variable (LSDV) estimates. The data used in this work
were secondary data sourced from National Bureau of Statistics (NBS) from 1998
to 2023. The variables considered were compensation of employee as the dependent
variable, �xed capital, prices of goods, tax and surplus as the independent variables.
The data were analyzed using (STATA 13). The results obtained revealed that F-
value of 3874.05 was statistically high suggesting the overall model was good �tted.
The R2 -value of 0.9989 was also high which indicated that 99.89% of the total vari-
ation was accounted for by the independent variables included in model while the
remaining 0.11% unexplained was accounted for by the white noise. Again, all the
di�erential intercept coe�cients have negative signs and several di�erential slope co-
e�cients have negative signs as well, which implied that they were negatively related
to compensation. Again, the result revealed that compensation is not statistically
signi�cantly related to �xed capital, price, tax and surplus. Which means, though
compensation is indirectly a�ected by the independent variables, they are not the
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bases for determination of employee's compensation. However, none of the di�er-
ential slope coe�cients is statistically signi�cant at 0.05 level of signi�cance. This
indicated that the e�ects of individual time periods never contributed meaningfully
in determination of compensation of employee. Of all the three di�erential intercept
coe�cients only was statistically signi�cant. The slope coe�cient of �xed capital
was �0.9999979 for power sector; for telecommunication sector it was �1.0000123,
that of transportation sector was �3.0000179 and � 0.9999386 for education sector.
This however, suggested that the e�ects of individual sectors were indirectly in the
determination of compensation of employee. Finally, since none of the di�erential
slope coe�cients was statistically signi�cant, it means that none of the slope coef-
�cients is di�erent from the slope coe�cient of the base/comparison group (power
sector), hence, compensation of employees in seems to be the same across the sectors
under review.
Keywords: Compensation, Dummy Variable, Panel data, Fixed E�ect and Em-
ployee.

0.0.23 DURABILITY OF LATERITIC SOIL-ROCK FLOUR
MIXTURES STABILISED WITH LIME FOR PAVE-
MENT CONSTRUCTION

Lawal M.C., Olutimayin, S. S., and Fatoye, J. A.
Department of Civil Engineering, Kogi State Polytechnic, Lokoja
Email: lawalmichael09@gmail.com; Phone: 08066154320

ABSTRACT: The combined e�ect of rock �our-lime addition on the durability
characteristics of lateritic soil was investigated. In the study, Moisture Content,
Particle size distribution, Atterberg Limits, Speci�c Gravity tests, and durability
tests were carried out on samples of lateritic soil-rock �our mixtures with lime and
at concentrations of 0, 0% rock �our and lime, 3, 2.5% RF and lime, 6, 5% RF and
lime, 9, 7.5% RF and lime and 12, 10% RF and lime by dry weight of soil. Result
obtained shows the average moisture content of the Tropical Clay in its natural
state was 10.28 %, the Tropical Clay contain high proportions of clay-silt fractions
( 75.0%) and classi�ed as A- 7-6, having Liquid Limit of 50.55%, Plastic Limit of
27.33% and Plasticity Index of 23.22%. The addition of rock �our and lime caused
the Plastic Limit to decrease to 18.83%, the Liquid limit to 27.25% and plasticity
index to 8.42% when mixed with 12, 10% RF and lime respectively. The resistance
to loss in strength increased as rock �our (RF) and lime content increased to a value
3.816% (12% rock �our and 10% lime for BSL), 7.108% (12%RF and 10% lime for
WAS) and 8.331% (12% RF and 10% lime for BSH). The recorded loss in strength
was less than the maximum 20% allowable loss in strength.
Keywords: Durability, lateritic soil, rock �our, lime, pavement
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0.0.24 Modeling Nigeria mortality with Lee-Carter mortality
model and its extensions

Lawal F. K1 and G.M Oyeyemi2
1Department of Statistics Kogi State Polytechnic, Lokoja, Kogi
State
2Department of Statistics University of Ilorin, Ilorin Kwara
State
Email: lawalfkray@yahoo.com, Phone: 08030826962

ABSTRACT: Mortality modelling in recent time has dominated the center stage
of demographic discussion in the world due to its usefulness not only in forecasting
but for determination of longevity risk which is very crucial for actuarial usage. The
research work aim at modelling Nigeria mortality using Lee-Carter model and its
extensions. We model Nigeria data with Lee-Carter models, proposed a new model
along Lee-carter mortality model and compared the results. From the analysis,
it was observed that the proposed model produce a better curve than Lee-Carter
model. The goodness and robustness of the models were also computed. It was
observed the proposed model produced good �t to the Nigeria mortality data.
Keywords: Lee-Carter, P-Spine, Mortality, Forecasting, Aike Information

0.0.25 LONGEVITY RISK AND MORTALITY PROJEC-
TION IN NIGERIA, APPLICATION OF BI-BILINEAR
REGRESSION MODEL

Lawal F. K1 and G.M Oyeyemi2
1Department of Statistics Kogi State Polytechnic, Lokoja, Kogi
State
2Department of Statistics University of Ilorin, Ilorin Kwara
State
Email: lawalfkray@yahoo.com, Phone: 08030826962

ABSTRACT: Mortality forecasting is an important aspect in mortality modelling
as it helps in the computation of longevity risk not only for the provision of old-
age goods also in the determination of actuarial bond pricing. However, most of
the mortality developed were based on mortality experience of this nations that
are quite di�er from the one experience in the developing or third world Nations.
This countries relied on the Life table Constructed using mortality experience of the
Developed Nations which may be problematic in making decision for old age usage
and in actuarial computation. This research work proposes a new mortality model
to forecasting and construct life table for insurance Usage using Nigeria mortality
data. Bi-bilinear poison regression model was proposed along Lee-Carter mortality
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model. It was observed that the proposed model performs better than Lee-Carter
model using various errors of measurement.
Keywords: Longevity, Forecasting, Bi-bilinear, Life Table, Actuarial

0.0.26 Analysis and Prediction of Naira to Dollar Exchange
Rate Movement using Finite Markov Chain Approach

Ossai, Everestus O. and Edeh, Williams C.
Department of Statistics, University of Nigeria, Nsukka, Nige-
ria
Email: everestus.ossai@unn.edu.ng

ABSTRACT: In this study, a �rst order �nite Markov chain model was applied on
the historical data of the closing prices of exchange rate of Nigeria naira to the US
Dollar, in order to ascertain the state and transient distributions of the exchange
rate movement. The study explored the long run behavior of the exchange rate and
also determined the expected �rst return time of various states. The closing daily
exchange rate data of 1043 trading days from the �rst day of the year 2020 to the
last day of December 2023 were utilized for the analysis. The closing daily exchange
rates exhibit three di�erent states - appreciating state, depreciating state, and stable
state. The initial state vector and transition probability matrix, which were used
to predict the behaviour of the exchange rate, were obtained from inspection of
numbers of transitions from one state to another. Microsoft Excel and R packages
were employed to obtain the state distributions of the exchange rate movement and
higher order transition probability matrices. The result shows that in the long run,
irrespective of the current state, the exchange rate will appreciate with probability
0.4607473 (46%), depreciate with probability 0.3273349 (33%) and remain stable
with probability 0.2112009 (21%).
Keywords: Markov chain, Exchange rate movement, long run distribution, state
probability, prediction
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0.0.27 ASSESSMENT OF THE VALIDITY OF ASSUMP-
TION OF ZERO NET MIGRATION IN ESTIMA-
TION OF ADULT MORTALITY USING PRESTON
INTEGRATED APPROACH

E. C. Nwogu1 , Ohaegbulam Emmanuel2 and Osuagwu, Chidimma
Udo2
1Department of Statistics, Federal University of Technology,
Owerri, Imo State, Nigeria
2Department of Statistics, Imo State University, Owerri, Imo
State, Nigeria
Email:

ABSTRACT: This study examines the implication(s) of ignoring net migration in
estimation of adult mortality from non-stable population using the Preston (1983)
integrated method and proposes a method of assessing presence of net migration
in a study data. In deriving the model for estimation of adult mortality from non-
stable population, Preston (1983) has assumed that the study population is closed
to migration, that is, the net migration is zero or negligible. However, in most
developing countries this assumption is not necessarily true. In this study, the
method proposed for assessing the need for adjustment for net migration is the
ratio (AF) of the observed proportion of mid-period population reported as aged x
years (c(x, t)) when net migration is not zero to the corresponding proportion when
net migration is zero (ĉ(x, t)). The Preston (1983) approach to estimation of adult
mortality is to relate characteristics of the observed population to some life table
functions and using this relationship to obtain estimate of the implied level of adult
mortality. The results indicate that when net migration is actually zero, the ratio
AF is equal to one and di�erent from one when net migration is not zero. Data on
age- sex distribution of populations of three selected developing countries were used
to illustrate the methods. It has therefore, been recommended that when this ratio
is not one an adjustment should be made for net migration.
Keywords: Adult Mortality, Non-stable population, Life Table Functions, Adjust-
ment factor and net migration
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0.0.28 THE BIVARIATE POWER FUNCTION DISTRIBU-
TION

Elebe E. Nwezza1 , Uchenna U. Uwadi1 , Chijioke J. Nweke1 ,
Chukwunenye I. Okonkwo1 , and Fidelis I. Ugwuowo2
1Department of Mathematics/Statistics, Alex Ekwueme Fed-
eral University Ndufu-Alike Ikwo, Ebonyi State, Nigeria
2Department of Statistics, University of Nigeria, Nsukka, Enugu
State, Nigeria
Email: emma_nwezza@yahoo.com

ABSTRACT: The Power function distribution is one of the distributions that are
characterized with bathtub shape hazard rate function. Distributions with bath-
tub shape hazard rate function are usually preferred to when modeling survival or
failure time datasets. In this article, we developed the bivariate density function of
Power function distribution using the cumulative hazard rate function. The bivari-
ate density function derived takes into cognizance the dependent structure which
incorporates the positive quadrant dependence, and negative quadrant dependence,
respectively. Some of the distributional properties of the new bivariate distributions
were considered.
Keywords: Power function distribution, cumulative hazard rate function, Depen-
dence structure, Survival function

0.0.29 A MODIFIED FRIEDMAN TEST FOR ANALYSIS
OF RANDOMIZED COMPLETE BLOCK DESIGN

Uchenna Valentine Ikebuife and Abimibola Victoria Oladugba
Department of Statistics, University of Nigeria, Nsukka, Enugu
State, Nigeria
Email: valentine.ikebuife.242881@unn.edu.ng

ABSTRACT: Friedman test is a non-parametric test that is robust to the depar-
tures of normality since it does not depend on the assumption of normality. However,
although not readily acknowledged, Friedman test is constrained by the assumption
of homogeneity of variance and whenever this assumption is not met, there is gen-
erally a loss in the power. In this work, a modi�ed Friedman test that is based
on permutation procedure was proposed for the analysis of randomized complete
block design (RCBD). The empirical type-I-error rates and powers of the proposed
test were compared with that of Friedman test for normal/non-normal errors under
equal/unequal variances. The results obtained showed that the modi�ed Friedman
test was more robust in terms of type-I-error and more powerful than Friedman test
in analysing RCBD for normal/non-normal errors under equal/unequal variances.
Hence, the modi�ed Friedman test is highly recommended for the analysis of RCBD.
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Keywords: Friedman test, Randomization test, Type-I-error, Power, Analysis of
variance, Randomized complete block design.

0.0.30 PEARSON PRODUCT MOMENT OF CORRELA-
TION COEFFICIENTS (Γxy) AS QUANTITATIVE
TEST USED IN ARCHITECTURAL RESEARCH

1Saidu Idriss, 2A. S. Salisu 3J. J. Maina, and 4Blessed Zaki
Mazadu
1,2,3&4Department of Architecture, Ahmadu Bello University,
Zaria, Kaduna State, Nigeria
1Department of Architectural Technology, Mai Idris Alooma
Polytechnic, Geidam, Yobe State, Nigeria
4Department of Architectural Technology, Nuhu Bamalli Poly-
technic, Zaria, Kaduna State, Nigeria
Email: arcsadcons84@yahoo.com

ABSTRACT: This paper explores Pearson Product Moment of Correlation Coef-
�cient as Quantitative data measure in architectural research under the following
headings: its basic introduction, its aim, research design, discussions, and conclu-
sions. It is a parametric test tool that measures the degree of linearity between two
vectors of data. Use of this analysing instrument among architectural researchers is
widespread where research involves correlation of two variables with normal distribu-
tion of scores. Drawing on a systematic review of published literature, the paper was
based on twenty published articles across the globe on architectural researches. It
however reveals that its application among Architectural researchers has surfaced the
�eld under pure correlational studies for decades, transformed into mixed research
designs of varying forms and now extends more of futuristic mixed research designs.
It found to be categorized as moderately di�cult compared to other complex cor-
relational tests where non normal distribution was observed among non-parametric
tests or where multivariate studies are required among parametric tests; and that
these challenges have persisted and are escalating unabated among beginners due to
their inability to select the most e�ective statistical method, which could have been
simply avoided by understanding the characteristics of each method and the list of
requirements to inform the statistics.
Keywords: Pearson correlation coe�cient, measure of relationship, architectural
research, parametric test and normal distribution
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0.0.31 Supportive Manifold Subspace Representation for Ro-
bust Face Image Clustering

Nnamdi Johnson Ezeora, Royransom Nzeh, Izuchukwu Uzo,
Assumpta Obianuju Ezugwu, Ogbudu Abraham Eriba, Stan-
ley Ebhohimhen Abhadiomhen
Department of Computer Science, University of Nigeria, Nsukka,
Enugu State, Nigeria
Email: stanley.abhadiomhen@unn.edu.ng

ABSTRACT: Subspace clustering techniques have found wide application in facial
image clustering due to their e�ectiveness in resolving the challenges of high dimen-
sional data. However, most existing methods still face challenges related to noise
distortion and overlapping subspaces, leading to reduced clustering performances.
To address this problem, this paper proposes a novel method that uses a supportive
manifold learning strategy to induce data manifold via two representative structures.
The �rst is a low-rank structure learned directly from the original data, and the sec-
ond is an a�nity matrix, which is derived through a k-symmetric nearest neighbour
graph. Through the incorporation of a dual regularization term, both structures
are allowed to adaptively guide themselves towards robust clustering without the
necessity for spectral post-processing. The e�ectiveness of the proposed method is
validated through experiments conducted on the ORL benchmark datasets, where
it consistently outperforms state-of-the-art methods across six standard metrics.
Keywords: Face Clustering, Subspace Clustering, Image Representation

0.0.32 Spatial Dynamics of Traders Groups in an Informal
Financial Market: A Case Study of Sokusile Market
Place

Meshach Ndlovu1 and Eldon Zulu2

1Gwanda State University, Faculty of Computational Sciences,
Department of Applied Mathematics
2National University of Science and Technology, Faculty of
Commerce, Department of Business Management
Email: meshach.ndlovu@gsu.ac.zw, eldon.zulu@nust.ac.zw

ABSTRACT: This study explores the spatial dynamics of informal traders within
�nancial markets a case study of the Sokusile marketplace. The impact of the
COVID-19 pandemic amongst traders was ampli�ed competition for spatial re-
sources, re�ecting an ethos akin to "survival of the �ttest." The pandemic substan-
tially disrupted various income streams, prompting individuals to explore alternative
avenues for �nancial sustenance, notably through engagement in informal trading
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activities. We employed a multi-method approach for analyzing traders' spatial pat-
terns and these methods included hotspot analysis, k-means clustering, geostatistics,
and topological data analysis (TDA) persistence diagrams. Hotspots analysis was
used to assess the spatial concentration of trading activities and also for visualization
of potential spaces where traders compete to control. K-means clustering was used
to identify unique trader groupings highlighting di�erent compositions and distribu-
tions of the traders. Again, geostatistics was used to gain a critical understanding
of spatial patterns and variability of traders' activities within this �nancial mar-
ket. TDA persistence diagrams o�ered topological features of the �nancial market.
By utilizing these methods we gained critical insights on the formation of traders
groups and the dynamics of spatial competition in the informal �nancial market.
Insights from this research will help market players, regulators, and policymakers
successfully control and oversee the intricate nature of the informal �nancial market
environment.
Keywords: Spatial dynamics, Informal �nancial market, Geostatistics, Persistence
diagram, Topological data analysis

0.0.33 Selection of N-Point D- and A-Optimal Exact Designs
Using Genetic Algorithm

Polycarp Emeka Chigbu and Chukwuemeka Anthony Onah
Department of Statistics, Faculty of Physical Sciences, Uni-
versity of Nigeria, Nsukka, Enugu State, Nigeria
Email: chukwuemeka.onah.pg90926@unn.edu.ng

ABSTRACT: In the search for optimal designs in industrial experiments, situa-
tions like non-linearity and non-di�erentiability often arise that defy classical op-
timisation algorithms. In this study, Genetic Algorithm (GA) was used to select
n-point D- and A- optimal exact designs in regular and irregular experimental re-
gions for standard regression models. Before the application of GA in the selection of
the optimal designs, requirements such as design region, optimality criterion, design
size, population size, crossover and mutation probabilities were speci�ed. Based on
these speci�cation, GA selected n-point D- and A-optimal exact designs by itera-
tively applying three operators; selection, crossover and mutation probabilities, on
an initial population of designs generated from a speci�ed design region. Metrics
such as relative e�ciency of the D- and A-optimality criteria were used to deter-
mine the performance of GA compared to those obtained from existing algorithms.
Results obtained show that GA compares well and even better, with the line search
algorithm, Fedorov algorithm, modi�ed Fedorov algorithm, k-exchange algorithm
and the computer algorithm reported in the literature in the search for D- and A-
optimal designs. The study recommends, among others, that GA should be used for
the selection of optimal designs when the model comprise of more than two factors.
KEYWORDS: Algorithms; A-optimal designs; D-optimal designs; Exact-designs;
Genetic- Algorithm; Optimal-designs
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0.0.34 Modern Parent's Awareness, Perception and Consent-
ing to Female Genital Mutilation (FGM) in Shomolu
local government, Lagos, Nigeria

Ajiboye, Yemisi O, Bamidele, G. I , Idowu E. U, Ganiyu, Y.
A, Martins O. D.
Department of Statistics, Yaba College of Technology, Yaba
Lagos
Email: yemisi.ajiboye@yabatech.edu.ng

Abstract: This research investigates Modern Parent's Awareness and Perception
as well as Consenting to Female Genital Mutilation (FGM) in Shomolu local govern-
ment, Lagos, Nigeria. The major objectives of this study are; to determine whether
there exists any signi�cant relationship between parents' educational level and their
awareness of FGM in Nigeria, to examine the association between parents' aware-
ness and perception of Female Genital Mutilation (FGM) in Nigeria, to examine
the relationship between parents' awareness and their consenting to Female Geni-
tal Mutilation (FGM) in Nigeria. The study employs a descriptive research design,
utilizing a questionnaire as the primary research instrument. Statistical tools em-
ployed include: ANOVA, to test the relationship between parents' educational level
and awareness; Friedman Statistic to test association between parents' awareness
and perception; Correlation to test the relationship between parental awareness and
parental consent. The �ndings indicate signi�cant associations which were revealed
through statistical analyses, showing a correlation between parents&#39; levels of
education and their awareness of FGM, a strong link was found between parental
awareness and perception of FGM, as well as a strong relationship between parental
perception and parents consenting to the practice. Conclusions drawn from the
study underscore the importance of parental education in in�uencing awareness lev-
els of FGM. Furthermore, the research highlights the signi�cant roles of awareness
and perception in shaping individuals&#39; attitudes towards and consenting to
FGM.
Keywords: Female Genital Mutilation (FGM), Modern Parents, Correlation, Anal-
ysis of Variance (ANOVA), Friedman

32



2nd ICSTMA Abstracts, 25th & 26th April 2024 CONTENTS

0.0.35 COMBATING THEMULTICOLLINEARITY IN BELL
REGRESSIONMODEL: SIMULATION ANDAPPLI-
CATION

Shewa, Gladys Amos1 and Ugwuowo, Fidelis Ifeanyi2
1Department of Mathematical Sciences, Taraba State Univer-
sity, Jalingo, Nigeria
2Department of Statistics, University of Nigeria, Nsukka, Nige-
ria
Email: gladysshewa@yahoo.com, Phone No.: +2348064072712

ABSTRACT: Poisson regression model has been popularly used to model count
data. However, over- dispersion is a threat to the performance of the Poisson regres-
sion model. The Bell regression model (BRM) is an alternative means of modelling
count data with over-dispersion. Conventionally, the parameters in BRM are popu-
larly estimated using the method of maximum likelihood (MML). Multicollinearity
posed challenge on the e�ciency of MML. This study developed a new estimator to
overcome the problem of multicollinearity. The theoretical, simulation and applica-
tion results were in favour of this new method. Keywords: Bell regression, Liu,
Multicollinearity, Poisson regression, Ridge

0.0.36 A Robust Principal Component Analysis for Estimat-
ing the Parameters of Economic Growth in Nigeria in
the Presence of Multicollinearity and Outlier

EBIWONJUMI Ayooluwade and ABORISADE Yoyinade Joose
Department of Mathematical Sciences, Adekunle Ajasin Uni-
versity Akungba Akoko, Ondo State, Nigeria
Email: jumiayooluwade@yahoo.com, ayooluwade.ebiwonjumi@aaua.edu.ng
Tel: +234 8161715595

Abstract: This study examined economic growth (RGDP) in relation to internal
debt (INDT), external debt (EXDT), interest rate (RINR), exchange rate (REXR)
and trade openness (OPEN) in the presence of multicollinearity and outlier as an
assumption violation. A principal component regression analysis combined with
robust M, S, MM estimators was adopted on quarterly data from 1986 to 2023
gathered from Central Bank of Nigeria were used to simultaneously address the
problems. Exploratory data analysis (EDA) evidently revealed linear relationship
among the variables under investigation. The diagnostic carried out using vari-
ance in�ation factor and Grubb's test ascertained the presence of multicollinearity
and outlier in the data set. The principal component analysis revealed that INDT
and EXDT accounts for 38.4 and 29.2 percent of the variance and as such their
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component PINDT and PEXDT were chosen to reduce the collinearity. Also, a
robust M-estimation method results revealed that the impact of PINDT, PEXDT,
RINR, REXR and OPEN on the RGDP were positive and signi�cant for PEXDT
and OPEN on the RGDP. Speci�cally, PINDT, PEXDT, RINR, REXR and OPEN
increased the Nigeria's economic growth to the turn of 0.10, 0.02, 0.04, 0.06 and 3.01
percent respectively during the period under consideration. Consequently, combin-
ing principal component with M-estimator of weighted bisquare with 4.685 turning
and median centered as scale was revealed as the most e�cient estimation technique
that jointly addressed the two identi�ed assumptions violation. This was based
on predictive power of the �tted model that revealed M-estimator had minimum
root mean square error (RMSE), mean absolute error (MAE), mean absolute per-
centage error (MAPE), bias proportion when compared with the S- estimator and
MM-estimator respectively. Therefore, it be concluded that economic challenges
witnessed during the period under study greatly a�ected the identi�ed determi-
nants which in turn translated to the economic growth. Hence, a robust principal
component regression analysis and M-estimation technique remain the best and un-
biased technique for modeling and estimating the parameters of a linear model when
multicollinerity and outliers were jointly present in the data set.
Keywords: Economic Growth, Internal Debt, External Debt, Interest Rate, Ex-
change Rate, Trade Openness, Multicollinearity, Outlier, Principal Component and
Robust Estimators

0.0.37 MODELING AND FORECASTING OF NIGERIA TAX
REVENUE USING SARIMAANDHOLTWINTERS
MODELS

Tasi'u Musa, Abdulrazak Usman Moriki and Hussaini Garba
Dikko
Department of Statistics, Ahmadu Bello University, Zaria,
Kaduna State, Nigeria
Email: dagastatistician@gmail.com,

ABSTRACT: Accurate projections of tax revenue are crucial for e�ective �scal
management and economic planning by governments. However, the existing mod-
els for forecasting Nigeria&#39;s tax revenue lack appropriateness and precision.
This research focuses on the utilization of SARIMA and Holt Winters to model
and forecast tax revenue in Nigeria. The study incorporates quarterly tax revenue
data spanning from January 1990 to December 2022. Augmented Dickey-Fuller
tests indicate the necessity of �rst di�erencing to achieve series stationarity. The
SARIMA (0,1,1)(1,0,1) 4 model is selected based on the lowest Akaike Information
Criterion, demonstrating superior accuracy. Diagnostic testing further con�rms the
model's appropriateness. Also, the Holt-Winters multiplicative model proved more
suitable than the additive model for forecasting, demonstrating its su�ciency. The
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performance evaluation of the best-�tted models involves in-sample forecasting, uti-
lizing an 80% training set and a 20% validation set to assess forecast accuracy. The
research �ndings reveal that SARIMA (0,1,1)(1,0,1)4 excels in accurately and pre-
cisely forecasting tax revenue in Nigeria. Consequently, the study recommends the
application of the SARIMA model for forecasting tax revenue in Nigeria.
Keywords: Holt-Winters, SARIMA, Forecasting, Tax Revenue, Nigeria

0.0.38 THE COMPARISON OF THE PERFORMANCE OF
DIFFERENT ESTIMATION METHODS IN ARIMA
MODELLING

Oluwagbenga Tobi Babatunde1,2, Daniel Temitope Soyoye2 ,
Chukwuemeka Arua Kalu2

1School of Mathematical Sciences, Universiti Sains Malaysia,
11800 Minden, Penang, Malaysia
2Department of Statistics, University of Nigeria, Nsukka, Enugu
State, Nigeria
Email: oluwagbenga.babatunde@unn.edu.ng

Abstract: Missing observation in time series is a phenomenon that introduces
anomalies and distort the �ow of the sequence of observations in a time series data,
thereby making it di�cult to carryout necessary analysis. To overcome this prob-
lem, several methods have been introduced in the literature for handling missing
observations prominent among which is estimation method. However, identifying
the most suitable and appropriate estimation method is a challenge as accurate
estimation of missing data is crucial for maintaining reliable records and making
informed business decisions. This paper therefore focuses on identifying the appro-
priate method of estimating missing observation in autoregressive integrated moving
average (ARIMA) model by comparing the performance of mean imputation, lin-
ear interpolation and Kalman smoothing methods through empirical and simulation
studies. The results of both the empirical and simulation studies show that Kalman
smoothing method produced the best estimate and forecast performance compared
to the mean imputation and linear interpolation methods.
Keywords: Missing observation, Autoregressive integrated moving average, Esti-
mation methods, Forecast performance, Time series data

35



2nd ICSTMA Abstracts, 25th & 26th April 2024 CONTENTS

0.0.39 AN EMPIRICAL COMPARISON BETWEEN THE
REGULARIZATION TECHNIQUES IN THE PRES-
ENCE OF
MULTICOLLINEARITY

1OGUNJOBI EYITAYO OLUWOLE and 2OYEYEMI, G. M.
1Department of Mathematics and Statistics, Adeseun Ogun-
doyin Polytechnic, Eruwa, Oyo State
2Department of Statistics, University of Ilorin, Ilorin, Kwara
State
Email: eyitayo_ogunjobi@yahoo.com

ABSTRACT:Regularization techniques are regression methods developed to im-
prove model performance and address issues such as over�tting. Among regulariza-
tion techniques to overcome the problem of inaccurate estimation of the regres-
sion coe�cients created by multicollinearity comprises: Ridge Regression (RR),
Least Absolute Shrinkage and Selection Operator (LASSO), Elastic - Net Regression
(ENR), Fused LASSO Regression (FLR) and Adaptive LASSO Regression (ALR).
The performance of Ridge Regression and LASSO�type estimators in the pres-
ence of multicollinearity are compared using Root Mean Square Error (RMSE) and
Akaike Information Criterion (AIC) values of each method in estimating the dia-
betes dataset. The results reveal that Elastic-Net has the lowest RMSE and AIC
among the regularization techniques. It indicates that Elastic - Net Regression out-
performed Ridge Regression (RR), LASSO Regression (LS) and two LASSO�type
estimators under study in the presence of multicollinearity.
Keywords: LASSO; Elastic -Net Regression; Ridge Regression; Multicollinearity;
Regularization Techniques; Root Mean Square Error

0.0.40 A clustering approach for recommending suitable LSP
in mobile network

Emmanuel Ukekwe, Jonathan Agbo and Ada Obayi
Department of Computer Science, University of Nigeria, Nsukka,
Enugu State, Nigeria
Email: emmanuel.ukekwe@unn.edu.ng

Abstract: Network service request for voice and Internet may di�er across loca-
tions. Network service providers are encouraged to conduct a quarterly check to
identify the service plan mostly sought for in a particular location of coverage so
as to improve quality of service through promotions, advertisements and awareness
talks. In this work, a model that identi�es and recommends the location service plan
for network providers is pro�ered. The 3-task model extracts data as quarterly av-
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erages on voice and Internet subscription it goes ahead to cluster the extracted data
using a�nity propagation machine learning and classi�es the clusters into linguistic
variables using the mean of the respective clusters. Using a dataset obtained from
the Nigerian Bureau of Statistics on mobile telecommunication for three quarters in
2021, obtained results show that the model was able to identify states with heavy as
well as low subscription rates (voice and Internet) across the states. Mtn, Airtel and
Glo mobile network providers recorded equal voice and internet subscription rates
across the states while 9Mobile showed signs of improvement in voice and Internet
subscription for some states.
Keywords: Telecommunication, network service, clustering, machine-learning, sub-
scription, a�nity propagation, tari� plans

0.0.41 Estimation in Third-Order Orthogonal-Array Com-
posite Designs with Missing Observation

Lilian Ifeoma Nnanna and Abimibola Victoria Oladugba
Department of Statistics, University of Nigeria, Nsukka, Enugu
State, Nigeria
Email: lilysilk24@gmail.com

ABSTRACT: Missing observations which may occur in the cause of carrying out
experiment constitute one of the major sources of error in experimental result. In this
work, the e�ect of one missing observation in the various design portions (factorial
(f), axial (a) and center (c)), on the precision of parameter estimates, and maximum
prediction variance of third-order orthogonal-array composite designs (OACDs) are
examined. This is done for 4 ≤ k ≤ 6 factors using 1 ≤ nr ≤ 5 center points at
di�erent distance of a non-zero co-ordinate in an additional design point from the
center (i.e., values of α). The results showed that missing a factorial and axial point
had signi�cant e�ect on OACDs while missing a center point had little or no e�ect
on the precision of the parameter estimates and maximum prediction variance.
Keywords: Missing observation, Third-order model, Response surface design, Pa-
rameter estimates, maximum prediction variance
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0.0.42 ROBUST ESTIMATIONMETHOD FOR PANEL DATA
MODEL WITH HETEROSCEDASTICITY, SERIAL
AND SPATIAL CORRELATIONS

EDOKPAYI, A.A1 , ABIODUN, A.A2 IGUODALA, E.A.1 and
ADEH, S.A.1
1Statistics Division, Nigerian Institute for Oilpalm Research
(NIFOR) Benin City, Nigeria
2Departments of Statistics, University of Ilorin, Ilorin, Nigeria
Email: edokpayiaustin@yahoo.com

ABSTRACT: The panel corrected standard error (PCSE) estimator commonly
used to estimate panel data models with heteroscedasticty, serial correlation and
spatial dependence have been reported to be ine�cient. Given the poor perfor-
mance of the PCSE, the kernel based nonparametric estimators has been suggested
as a better alternative. In this study, the error structure of the PCSE was modi�ed
with the introduction of two new kernel functions to smoothing out the e�ects of
heteroscedasticity, serial correlation and spatial dependence and consequently im-
proved the standard error .The Parzen kernel and Turkey-Hannings kernel estima-
tors were selected and a non-linear weight was de�ned for the two kernel functions.
The performances of these two new kernel functions were compared with traditional
kernel functions- the truncated kernel and the Bartlett kernel in addition to the
PCSE. Using a Monte-Carlo simulation data with varying levels of heteroscedastic-
ity, serial and spatial correlations, varying spatial weight matrix speci�cation and
varying cross-sectional and time dimensions, the performances of these estimators
were determined using absolute bias (AB), residual variance (RVar), and the root
mean squares error (RMSE).The results from the study con�rmed the superiority
of the kernel based nonparametric approach over the PCSE, .From the results, the
Tukey-Hannings kernel was generally more preferred than the Bartlett kernel for
small sample sizes, narrow spatial weight matrix speci�cations and for short panels
N>T). Also, the Parzen kernel estimator performed better than the Bartlett ker-
nel for long panels (N>T) and wider spatial weight matrix speci�cations .However,
from the results, the traditional kernel estimators (Bartlett kernel) performed bet-
ter than the Turkey-Hanning and Parzen kernels generally for large sample sizes,
wider spatial weight matrix speci�cations and for short panels. Also, the Bartlett
kernel also performed better for long panels (N>T), but the performance was how-
ever restricted to narrow spatial weight matrix speci�cations.And �nally the results
from the study showed that the performance of the di�erent estimators were in�u-
enced by the panel type, the size of the cross-sectional and time dimensions and
the speci�cation of the spatial weight matrix. The study therefore concludes that
in the presence of heteroscedasticity, serial correlation and spatial dependence, the
kernel based estimators performed better than the PCSE. That the two new kernels
functions introduced performed better than the traditional kernel functions in some
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cases and that the performance of the di�erent estimators were greatly in�uenced
by the magnitude of heteroscedasticity, serial correlation and spatial dependence,
the panel type, size of the cross-sectional and time dimensions as well as the spec-
i�cations of the spatial weight matrix The study therefore recommended that the
Bartlett, Turkey-Hanning and the Parzen kernel functions are better estimators for
panel data models with heteroscedasticity, serial correlation and spatial dependence
but that considerations should be given to the panel types, cross-sectional and time
dimensions and speci�cations of the spatial weight matrix in the choice of these
estimators
KEYWORD: Panel Data, heteroscedasticty, serial correlation, spatial Dependence,
kernel estimators

0.0.43 APPLICATIONS OF SOME CLASSICAL DISTRI-
BUTIONS IN MODELING LIFETIMES DATASETS
WITH VARYING SHAPES

J. Abdullahi1 , A. S. Mohammed1 , B. Abba2 , N. Umar3 , A.
I. Ishaq1 and Y. Zakari1
1Department of Statistics, Ahmadu Bello University, Zaria-
Nigeria
2Department of Mathematics, Yusuf Maitama Sule University,
Kano-Nigeria
3Department of Mathematics and Statistics, University of Strath-
clyde, Glasgow UK
Email: aminusmohammed@gmail.com

ABSTRACT: Statistical distributions are used in various �elds such as reliability
engineering, survival analysis, computer science, and social sciences, among others,
in modeling specialized data. The Exponential and Weibull distributions are more
widely used in practice than the Gamma distribution. Both Gamma and the Weibull
distributions have the same number of parameters and have some advantages over
the conventional Exponential distribution in that they possess varying hazard rate
shapes. The nature of Exponential, Weibull, and Gamma distributions have been
studied using di�erent graphs of their probability density functions and cumulative
distribution functions. The expressions for some of their properties, including hazard
and survival functions have been presented. Five data sets with varying shapes
ranging from right- skewed to left-skewed were considered in the analysis. The total
time on the test (TTT) plot has shown that some data sets possessed increasing,
decreasing, unimodal, and bathtub failure rates. The performance of the competing
models was assessed using some Goodness-of-�t measures and the results have shown
that in some cases exponential distribution provides a better �t than the Weibull
and Gamma distributions most especially when the data sets skewed to the right
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whereas in other cases Weibull and Gamma distributions provided a better �t than
the exponential distribution.
Keywords: Exponential distribution, Weibull distribution, Gamma distribution,
hazard rate

0.0.44 Ratio Estimation of Population Mean by Multivariate
Calibration Weightings in Strati�ed Double Sampling

Idorenyin O. Etukudoh and Etebong P. Clement
Department of Statistics, University of Uyo, Uyo, Nigeria
Email:

ABSTRACT: This study proposed a new ratio estimator for estimating popula-
tion mean in strati�ed double sampling using the principle of multivariate calibration
weightings. The bias and Mean Square Error (MSE) expressions for the proposed
estimator are obtained under large sample approximation. Analytical results showed
that under certain prescribed conditions, the new estimator is more e�cient than
all related existing estimators under review. The relative performances of the new
estimator with a corresponding Global Estimator were evaluated through a simu-
lation study. Numerical and simulation results proved the dominance of the new
estimator.
Keywords: e�ciency, global estimator, means square error, multivariate calibration
weightings, ratio estimator

0.0.45 Ratio Estimators for Population Means with Two Aux-
iliary Parameters

Adubi S. Ayodeji, Ifeoma O. Ude and Abimibola V. Oladugba
Department of Statistics, University of Nigeria, Nsukka, Enugu
State, Nigeria
Email: ude.ifeoma@unn.edu.ng

Abstract: In this work, a new class of ratio estimators with two known auxiliary
variable parameters for the estimation of population means under a simple random
sample without replacement using the calibration weighting method was proposed.
The calibrated weight was obtained using a new calibration constraint, which in-
cludes the known standard deviation of the auxiliary variable. The biases and mean
square errors of the proposed estimators were derived and compared with those of
the existing modi�ed ratio estimators in Upadhyaya &amp; Singh (1999), Singh
(2003), Lu &amp; Yan (2014), and Yan &amp; Tian (2010). The results showed
that the proposed estimators perform better than the existing ratio estimators.
Keywords: Ratio Estimation, Population means, Auxiliary Variable, Calibration
weight, Relative E�ciency
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0.0.46 E�ect of Growing and Storage Conditions of Cashew
Nuts in Oke Ogun area of Oyo State, Nigeria

RAHAMAN, Aliyu1, ADEDOJA, Sulaiman Adewale2 and AZEEZ,
Aminullah Ajiyobiojo3
1Department of Mathematics &amp; Statistics, School of Sci-
ence, The Oke-Ogun Polytechnic, Saki. P.M.B. 21, Saki, Oyo
State, Nigeria
2Department of Science Laboratory Technology, School of Sci-
ence, The Oke-Ogun Polytechnic, Saki. P.M.B. 21, Saki, Oyo
State, Nigeria
3Department of Animal Health and Production Technology,
School of Agriculture and Natural Resources, The Oke-Ogun
Polytechnic, Saki. P.M.B. 21, Saki, Oyo State, Nigeria
Email: rahamanaliyutops@gmail.com

Abstract: The e�ect of growing and storage condition of cashew nuts need to be
studied because Cashew nuts is a good source of protein, �ber, healthy fats and
globally consumed. Technical investigation on the study condition of cashew nuts in
Oke-Ogun area of Oyo State, Nigeria was carried out by means of distributing 300
questionnaires during �eld trip to the respondents. The main aim of this paper is
to investigate the challenges facing people in Oke-Ogun are facing while storing the
cashew nuts. The paper used primary data and the responses from the target pop-
ulation were run and analyzed using a Statistical software called Statistical Package
for Social Sciences (SPSS), version 21. The adopted statistical methodology were
Descriptive Statistics and Pearson Chi-Square Test. Most of the respondents par-
ticipated in this survey averagely produced between 7 kg and 11 kg yield of cashew
nuts per year. People in Oke-Ogun area of Oyo State preferred using sealed jar
container to store their cashew nuts. Also, the target population preferred using
24.9oC and 24oC as the average temperature and humidity for storing cashew nuts.
The paper revealed that people in Oke-Ogun area preferred using 2 years to store
their cashew nuts. The Pearson's chi-square test was used to investigate this issue
and the results showed that: People in Oke Ogun area of Oyo State are really fac-
ing challenges with the storage of their cashew and they do normally experienced
pests/diseases problems with their cashew nuts. There was a speci�c standards that
people in Oke-Ogun area of Oyo State must follow when growing and storing their
cashew.
Keywords: Cashew nuts, Storage condition, Oke-Ogun, Anacardium occidentale
L, Pearson's chi-square test
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0.0.47 A Logistic Regression Analysis of Risk Factors of Car-
diac Arrhythmia: A Case Study Fex Heart Specialist
Hospital, Onitsha, Anambra State

H. E. Oranye, C. I. Uzoatu, K. C. Arum and T. E. Ugah
Department of Statistics, University of Nigeria, Nsukka, Enugu
State, Nigeria
Email: henrietta.oranye@unn.edu.ng

ABSTRACT: This research work examines the risk factors associated with car-
diac arrhythmia using logistic regression analysis. The data for the analysis were
collected from Fex Specialist Hospital Onitsha and analyzed using binary logistic
regression. The results of the analysis show that several factors a�ect the cardiac
arrhythmia. These factors include sex, chest pain type, resting blood pressure level,
serum cholesterol level and maximum heart rate are the main signi�cant risk factors.
Also, we classi�ed the observations of arrhythmia into a particular category of those
having the disease and those that do not have the disease. The study also con-
tributes to a better understanding of the disease and provides valuable information
for diagnosis and treatment decisions.
Keywords: Logistic regression, odd function, cardiac arrhythmia, heart rate

0.0.48 EFFECT OF CASHLESS POLICY ON THE ECO-
NOMIC GROWTHOF FIVEWEST AFRICAN COUN-
TRIES USING AUTOREGRESSIVE LAG MODEL

MUSA ABDULLAHI AND AUDU ISAH
DEPARTMENT OF STATISTICS, FEDERAL UNIVERSITY
OF TECHNOLOGY, MINNA, Niger State, Nigeria
Email: musaabdullahi9282@gmail.com

Abstract: This paper evaluated the e�ect of cashless policy on the economic growth
of Nigeria, Ghana, Liberia, Gambia and Sierra Leone using Autoregressive Lag
Model. Data was obtained from the Central Banks of these countries from 2012 to
2022 to illustrate the procedures using EView and STATA software. The results
revealed that Nigeria has the highest average economic growth of 6.99E+12 while
Sierra Leone has the least economic growth of 4.25E+09. It also showed that the
cashless policy has long-run relationship with the gross domestic product. It further
revealed that mobile money and automate teller machine have signi�cant in�uence
on the gross domestic product of the �ve West African countries.
Keywords: cashless policy, Central bank, autoregressive lag, long-run relationship
and automated teller machine
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0.0.49 The E�ect of Nonlinear and Linear Damping on the
Dynamic Buckling of a Quadratic Model Elastic Struc-
ture

Gerald E. Ozoigbo
Alex Ekwueme Federal University Ndufu � Alike, Ebonyi State,
Nigeria
Email: geraldozoigbo@yahoo.co.uk

ABSTRACT: The study is concerned with the analytical investigation of the dy-
namic buckling with nonlinear and linear damping of a quadratic model elastic
structure that was struck by a step load. The analysis uses regular perturbation
techniques and asymptotic expansions of the relevant variables in the problem. The
study analyses the e�ects of the various problem parameters: nonlinear, linear damp-
ing and imperfections. All results are strictly asymptotic in nature.
Keywords: Nonlinear and linear damping, quadratic model structure, step load,
dynamic buckling

0.0.50 Ensemble learning models for stock price prediction

Odelola, Solomon Oluwatobiloba and Nduka, Uchenna Chinedu
Department of Statististics, University of Nigeria, Nsukka,
Enugu State, Nigeria
Email: uchenna.nduka@unn.edu.ng

ABSTRACT: This research delves into the predictability of stock prices through
the utilization of ensemble learning algorithms. Given the dynamic and often un-
predictable nature of the stock market, the ability to comprehend and accurately
forecast stock prices holds paramount importance for researchers, stock traders, and
institutional investors alike. Employing a diverse array of ensemble learning tech-
niques, including stacking, bagging, Gradient Boost, Catboost, Random Forest, and
XGBoost, we meticulously analyzed �nancial data spanning multiple companies.
By integrating key input variables such as Open, Low, and High prices, alongside
supplementary features like moving averages, our objective was to re�ne predictive
accuracy. Rigorous evaluation, including metrics such as mean absolute error and
absolute percentage error, was employed to gauge model performance. Our compre-
hensive analysis across 30 datasets consistently showcased the superior predictive
capabilities of the Stacking Regressor over other models. These �ndings hold signif-
icant implications for investors and �nancial analysts, furnishing invaluable insights
into the e�ective prediction of stock prices and facilitating informed investment
decision-making.
Keywords: Ensemble learning, Financial data, Predictability, Stacking Regressor,
Stock prices
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0.0.51 EVALUATING THE FORECAST PERFORMANCE
OF ARMA-GARCHAND ST-GARCHUSINGNIGE-
RIAN GROSS DOMESTIC PRODUCTS

1AKINTUNDE, M.O.; 2OLALUDE G.A.; 2OLAWALE, O.A.
and 1AJALA, A.G.
1Department of Statistics, Federal Polytechnic, Ayede, Oyo
State, Nigeria
2Department of Statistics, Federal Polytechnic, Ede, Osun State,
Nigeria

Abstract: It is undisputed that evaluating the forecast performance of the series
under examination is crucial for policymakers, investors, academics, and end users.
Utilizing Nigeria's GDP as a base, this study compares the forecast performance of
ARMA-GARCH with ST-GARCH. Three ST-GARCH classes vis-à-vis ET-GARCH,
EST-GARCH, and LST-GARCH�are taken into consideration. The gross domes-
tic product of Nigeria was employed for empirical investigation after the appropri-
ate theoretical and mathematical frameworks had been derived. Its stationarity as
well as its descriptive statistics were investigated. After that, a number of created
programs and Statgraphics Centurion statistical analysis software helped to �nish
the entire investigation. The outcomes demonstrated that while hybrids of EST-
GARCH and LST-GARCH performed better than ARMA-GARCH, LST-GARCH
performed the best. Because of the analysis's superiority over EST-GARCH and
LST-GARCH, ARMA-GARCH can be employed instead and still produce �ndings
that are commensurately good.
Keywords: Gross domestic products, ARMA, GARCH, ET-GARCH, EST-GARCH,
and LST- GARCH
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0.0.52 Analytical Hierarchy process (AHP) an ideal Multi
Criteria Decision-Making tool for Researchers, Man-
agers and Policy Makers

Mohammed Inusa Nguru1, Abubakar Liman2, Karagama Kolo2,
and Abdurrahman Malik3
1School of Sciences, Department of Science Laboratory Tech-
nology
2School of Environmental studies, Department of Surveying
and Geoinformatics
3School of Sciences, Department of Mathematical and Statis-
tical Sciences
Mai Idris Alooma Polytechnic P.M.B. 1020 Geidam, Yobe
State, Nigeria
Email: ngurumuhammad@yahoo.co.uk

Abstract: An organized methodology is used by the Analytic Hierarchy Process
(AHP) to aid in decision-making in complex scenarios with many criteria and op-
tions. It is used in decision making in: problem solving, e�ectiveness and e�ciency,
risk management, innovation and growth, adaptability to change, accountability and
responsibility, personal growth, and quality of life. Decisionmaking is fundamental
to human existence because it enables individuals and communities to successfully
navigate life's challenges, achieve their goals, and yield favorable outcomes. It is
important to keep in mind that decisionmaking is not always a straight line. The
analytical hierarchy process (AHP) is utilized by a wide range of stakeholders, in-
cluding managers, researchers, and policy makers.Its versatility can be advantageous
in a wide range of disciplines, including project management, supply chain manage-
ment, human resources, urban planning, environmental management, health care,
�nancial management, product development, quality management, education, risk
management, and energy planning.Furthermore, because of its versatility and me-
thodical approach, AHP can be employed in almost any case where multiple criteria
need to be considered, like in statistical and mathematical research.Making decisions
is essential for a variety of reasons, including problem resolution, reaching objectives,
e�ectiveness and e�ciency, risk management, creativity and growth, �exibility and
growth, accountability and responsibility, and personal development.Individual re-
lationships and excellence.
Keywords: AHP Decision making, researchers Pairwise comparison, Priority, pol-
icy making
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0.0.53 COMPARISON OF MODELS (SARIMA, ARFIMA
AND SARFIMA) GIVEN LONG MEMORY

Kelechi E. Aruah1, Oluchukwu C. Asogwa1 and Chibuike C.
Christopher2
1Department of Mathematics Statistics Alex-Ekwueme Fed-
eral University Ndufu Alike, Nigeria
2Cowan University, Perth, Western Australia
Email: aruah.kelechi@funai.edu.ng

ABSTRACT: One of the greatest challenges faced in data analysis is �tting the
most appropriate model to a dataset. In reality, miss-speci�cation of model has
resulted in several wrong decisions in data science. This work compares the e�ciency
of modelling a time series with seasonal long memory properties with SARIMA,
ARFIMA and SARFIMA models. Global average temperature data was used for the
purpose of this illustration. The temperature data displayed signs of long memory as
the ACF plot decayed slowly on further scrutiny, using the Hurst exponent produced
by R/S analysis we con�rmed the presence of long memory. The ACF also displayed
an exponential decay and a sin qua sin movement indicating that the model is not
stationary in trend and may be seasonal. Test for stationarity and seasonality were
done to con�rm these assertions from the plot. Finally, the AIC and BIC was used to
evaluate the e�ciency of all three models and the result shows that, in the presence
of seasonality and long memory, the SARFIMA model was more e�cient.
Keywords: long memory, SARIMA model, ARFIMA model and SARFIMA model
stationarity

0.0.54 MODELLING THE EXCHANGE RATE VOLATIL-
ITY USING ARCH, GARCH AND EGARCH MOD-
ELS EVIDENCE FOR NIGERIA

Aishatu Kaigama1, Harun Bakari Rann2 and Alhaji Modu Isa1
1Department of Mathematics and Computer Science, Borno
State University, Maiduguri, Nigeria
2Department of Statistics, University of Maiduguri, Borno State,
Nigeria
Email: a.kaigama@yahoo.com

ABSTRACT: Exchange rates are important �nancial problem that is receiving
attention globally. This study investigated the modelling the exchange rate volatility
using ARCH, GARCH and EGARCH models by using monthly average exchange
rate data The result from all the models shows that volatility was persistent (i.e
exceed 1) indicating GARCH (1,1),(1,2),(2,2) models variance are not stationary
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but for ARCH(1,1),(1,2), EGARCH(1,1)(1,2)(2,2) models (i.e below 1) indicating
the variance is stationary. ARCH and EGARCH models show the existence of
statistically signi�cant, the ARCH (1,1),(1,2),and EGARCH(1,1)(1,2)(2,2) models
are found to be the best models, they have all the parameters of the variance being
signi�cant and with lower information criteria. Test of normality for the residuals
of the models established indicated that they are not normally distributed, while
the Q-test for serial correlation indicates that the residuals of the models su�ers no
serial correlation. .The study recommended that the monetary authority of Nigeria
should carefully monitor the aspect of exchange rate and government policy should
restrict all transaction in Naira only.
Keyword: volatility, ARCH, GARCH, EGARCH, VARIANCE, EXCHANGE RATE,
NIGERIA

0.0.55 Random periodic solutions for a class of hybrid stochas-
tic di�erential equations

Kenneth Uda
Department of Mathematics and Statistics, Alex Ekwueme
Federal University Ndufu-Alike, Ebonyi State
Email: kennethuda18@gmail.com

Abstract: We present the existence and uniqueness of random periodic path for
stochastic dynamical systems generated by random switching stochastic di�erential
equations (SDEs). These class of SDEs arise as concrete models in molecular dy-
namics, biochemistry, climatology, wireless communications, �nancial mathematics,
biological and arti�cial neural networks, etc. Random periodic processes are in-
evitable in these class of stochastic dynamical systems due to the nonlinearity of
their processing and the presence of time dependent applied current. In our investi-
gation, we employed Lyapunov second method and the theory of M-matrices, which
are veri�able in terms of the coe�cients of the SDE and the switching rates.
Keywords: Random periodic paths; stochastic di�erential equations with random
switching; stochastic �ows; M-matrices
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0.0.56 In�uence Matrix Approach for detection of In�uential
Subsets in Linear Regression

Tobias Ejiofor Ugah, Chinonso Michael Eze, and Charity Uchenna
Onwuameze
Department of Statistics, University of Nigeria, Nsukka, Nige-
ria
Email: tobias.ugah@unn.edu.ng

ABSTRACT: The Cook's distance measure is a popular diagnostic tool for in�u-
ence measure in linear regression diagnostics. Many authors have studied it and
the main area of implementation has been the use of it for single-case detection
of in�uential observations. In this work we propose a standardized version of it,
and extend the single-case form to �ag in�uential groups or subsets. The proposed
method uses diagonal and o�-diagonal elements of a normalized in�uence matrix Z.
The main diagonal elements of Z consist of the standardized univariate Cook statis-
tics and the o�-diagonal elements consist of statistics that can be useful to identify
in�uential groups or subsets. A scattergram of the o�-diagonal components of Z is
drawn and bounds (lower and upper bounds) are imposed on it. These bounds form
the main artillery for detecting in�uential subsets. O�-diagonal elements of Z that
fall outside the bounds or limits serve as indicators of in�uential subsets or groups
and play an important role in selecting the corresponding values of Y that make up
the in�uential groups. One of the glaring merits of the approach is that it facilitates
the identi�cation of in�uential subsets that would be lost if only the main diago-
nal entries of Z are explored. The method is e�ective and computationally easy to
apply especially where more complex methods are di�cult to implement, be-cause
of their high computational demands. Analysis of well-known real-life data sets in
linear regression diagnostics are used to demonstrate the application, e�ectiveness
and usefulness of the proposed method.
Keywords: Index plot, In�uence matrix, In�uential observations

0.0.57 ESTIMATING STATISTICAL POWER FORA TWO-
FACTOR ANOVA DESIGN WITH MISSING DATA
THROUGH MULTIPLE IMPUTATION

Alade Segun Peter, Okolo Abraham, Akinrefon Adesupo, Dike
I. John
Department of Statistics, Modibbo Adama University, Yola,
Adamawa State Nigeria
Email: segunpeteralade@yahoo.com

Abstract: Missing data is a common issue in experimental research that can un-
dermine the statistical power and validity of results. Procedures for estimating
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statistical power for a two-sample t-test for incomplete data have been documented
in the literature. This study extends the existing procedures to more than two sam-
ples. A power estimation formula is derived for a two-factor ANOVA model with
missing values addressed through multiple imputation (MI). The within- imputa-
tion variance from Rubin's rules was substituted into the power calculation formula.
Experimental data on the antifungal properties of plant extracts was analyzed in
a two-factor design using SPSS version 27. Statistical power was investigated at
8%, 16%, and 40% levels of missingness; 0.2, 0.5, and 0.8 e�ect sizes and 20, 30,
40, and 100 number of imputations. The study reveals that the number of miss-
ing observations, the e�ect size, and the number of imputations have an impact on
statistical power in a two-factor ANOVA design; as e�ect size and the number of
imputations increase, statistical power increases but decreases with higher missing-
ness. The power analysis presented in this study can be extended to higher ANOVA
models.
Keywords: Multiple Imputation, Statistical Power, ANOVA, Incomplete Data,
Estimation

0.0.58 Philosophy and Its Symbolic Logic: Where lies Mean-
ingfulness?

Emmanuel Johnson Ibuot and Emeka Onwuama
Humanities Unit School of General Studies and Department
of Philosophy
University of Nigeria, Nsukka, Enugu State, Nigeria
Email: emmanuel.ibuot@unn.edu.ng, emeka.onwuama@unn.edu.ng

Abstract: Discourses in the physical sciences just like in the social sciences are gen-
erally constructed upon the assumption that reliable knowledge can be generated
and disseminated, that a measure of objectivity is achievable. This assumption re-
quires that knowledge must be reproducible or replicable; and that if the procedure
is clear, unambiguous and devoid of ambiguity, it must be reliable. To make this
kind of pursuit possible, symbolic logic was developed between Aristotle and mod-
ern logicians to erase ambiguity, uncertainty and subjective interests. Interestingly,
there are increasing interests in, and defence for the recognition of subjective dimen-
sions of human encounters with knowledge generation in the twenty-�rst century.
But this growing trend is consistently challenged by the need for and relevance of
trans- culturally valid knowledge (because without knowledge and standards of as-
sessment that cut across di�erent societies, the possibility of intercultural exchanges
in the forms of business, trade, communication, and other inter-national possibilities
may be inexistent). This calls for reconciling human search for objective knowledge
and subjective knowledge. Can objective knowledge be shown to admit of subjec-
tivity? By means of philosophical analysis and criticism, this paper argues that
objective knowledge of the symbolic logic type is meaningless without subjective
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interjection, that it is impossible to make sense (meaning) of the abstractions of
symbolic without human subjective meaning. We argue that despite the signi�-
cance of objectivity, contexts or particular situations, which universalised structures
generally do not concern itself with is necessary for holistic knowledge articulation
and dissemination.
Keywords: symbolic logic; objective; subjective; meaning; intercultural; abstrac-
tion

0.0.59 Portfolio Selection and Optimal Financial Investment
in a Developing Economy

Ezra, Precious Ndidiamaka
Department of Statistics University of Nigeria, Nsukka
Email:

Abstract: This study considers Portfolio selection for an optimal �nancial invest-
ment in a developing economy (Nigeria). Such investment criteria as return, risk,
annual dividend and liquidity are considered. Linear Programming model was ap-
plied to the data collected on return, risk, annual dividend and liquidity from the
2023 annual reports of Zenith bank, UBA, Fidelity bank, TOTAL, and Nigerian
Breweries. The ratio of each company's return, risk, annual dividend and liquidity
to the total for each of these parameters are used to formulate the objective func-
tions and the constraint equations. The result revealed the best stocks to invest in
and the amount of wealth required for such investment.
Keywords: Investment, Portfolio, Management, Linear programming, Developing
economy

0.0.60 Project Management Analyses In A Poultry Farm:
Critical Path Analysis Approach

Orumie, Ukamaka Cynthia and Ameh Oka Helen
Department Of Mathematics and Statistics, University of Port
Harcourt, Port Harcourt, Rivers State, Nigeria
Email: Ukamaka.orumie@uniport.edu.nn, ochibahelen@gmail.com

Abstract: This research work explored the application of Critical Path Analysis
(CPA) in the production cycle of broiler chickens, aimed at identifying bottlenecks
and ine�ciencies that could be mitigated to enhance productivity and pro�t, ma-
bility. Broiler chicken production, a critical component of the global agricultural
sector, demands e�cient management of various stages, including breeding, hatch-
ing, growing, and processing, to meet the increasing demand for poultry meat. The
research utilized CPA, a time-tested project management tool traditionally applied
in construction and manufacturing industries, to map out the critical and non-
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critical activities within the broiler production cycle. By identifying the longest
path through these sequential activities, the study highlighted the minimum time
required for a complete production cycle and pinpointed stages where delays could
extend overall production time. This approach allowed for the precise identi�ca-
tion of bottlenecks that impede productivity, such as the brooding phase and health
management practices, which are critical for ensuring the growth and survival of
broiler chickens. Through a comprehensive analysis, the study revealed that op-
timizing critical activities within the production cycle can signi�cantly reduce the
time to market, improve animal welfare, and increase pro�tability. The �ndings
suggested that investments in advanced environmental control technologies during
the brooding phase and the implementation of robust health management protocols
can address identi�ed ine�ciencies.
Keywords: Critical Path Analysis, production cycle, Network Analysis, Activities,
Float

0.0.61 Applications of Replacement Model in a Transport
company

Orumie, Ukamaka Cynthia and Nwachukwu Ginikanwa Racheal
Department Of Mathematics And Statistics, University of Port
Harcourt, Port Harcourt, Rivers State, Nigeria
Email: Ukamaka.orumie@uniport.edu.nn, Gininwachukwu@yahoo.com

ABSTRACT: The research examined the implementation, and evaluation of a re-
placement model tailored to the speci�c needs of GIGM Transport Company, one
of the leading provider of inter-city transportation services in Nigeria. The study
addressed the critical need for strategic vehicle replacement strategies to optimize
�eet management, improve operational e�ciency, and enhance sustainability per-
formance within the company. Practical implementation of the replacement model
within GIGM Transport Company provided valuable insights into the challenges,
processes, and outcomes of applying theoretical concepts to real-world scenarios.
The empirical �ndings provided concrete evidence of the model's e�ectiveness and
guide recommendations for future research and practice. The study concluded by
emphasizing the importance of evidence-based decision-making, stakeholder collab-
oration, and continuous monitoring and adaptation in achieving sustainable and
e�cient �eet management practices within GIGM Transport Company and similar
transport companies.
Keywords: Replacement model, Maintenance, Repair, Replacement policy
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0.0.62 The Variance Ranking Approach of obtaing Initial Ba-
sic Feasible Solution for a Transportation Problem

Orumie, Ukamaka Cynthia and Akobi Emmanuel Ogar
Department Of Mathematics And Statistics, University of Port
Harcourt, Port Harcourt, Rivers State, Nigeria
Email: Ukamaka.orumie@uniport.edu.nn, emmanuelogar93@gmail.com

ABSTRACT: This study developed another method of solving an Initial Basic
Feasible Solution for a Transportation Problem called the Variance Ranking Ap-
proach. Results from the numerical examples showed that the Variance Ranking
Approach method is an e�cient method and reaches optimality with fewer itera-
tion. When compared with other methods, the Variance Rank method does better
in �nding IBFS than the North-West corner method, Row Minima method, Column
Minima method, Least Cost method and Vogel's Approximation method. Finally,
using the U-V method for checking numbers of iteration to optimality, the new
method outperform others in terms of time it takes to converge to optimal solution.
Keywords: Variance Ranking, Initial Basic Feasible Solution, Transportation Prob-
lem, optimality test

0.0.63 A COMPARATIVE ANALYSIS OF THE PERFOR-
MANCE OF PENALIZED REGRESSION TECHNIQUES
IN THE PRESENCE OF MULTICOLLINEARITY

NWUZOR OZOEMENA1 and A. U. UDOM2

1Department of Mathematics and Statistics, Ebonyi State Uni-
versity, Abakaliki, Nigeria
2Department of Statistics, University of Nigeria, Nsukka, Nige-
ria
Email: ozoemena.nwuzor@ebsu.edu.ng;

ABSTRACT: Multicollinearity is a common issue faced by statisticians and ma-
chine learning practitioners when building predictive models. This study aims at
comparing the performance of the Penalized regression techniques (Lasso, Ridge
and Elastic Net) in the presence of multicollinearity using real-life and simulated
datasets . Also, this study compared the accuracy, precision, and recall scores of
each technique using evaluation metrics such as mean squared error, root mean
squared error and R-squared. The outcome of this study using real-life datasets
on 442 diabetes patients measured on 10 baseline predictor variables and one mea-
sure of disease progression showed that the Ridge regression performed better than
Lasso and Elastic net and while using simulations with sample size of n=2000 and
5000 independent variables, it was discovered that Lasso and Elastic Net models
demonstrate superior performance compared to ridge. Comparing the results of the
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two methods, It was concluded that Ridge model performs better in comparing the
performance of penalized regression models with multicollinearity since real- world
datasets give more reliable and better results than simulated datasets.
Keywords: Penalized regression techniques, Multicollinearity, Diabetes patients,
Real-life and simulated datasets

0.0.64 De�nitive Screening Composite Minimax Loss Designs
for Second-Order Models

Ogechukwu C. Aneke, Abimibola V. Oladugba and Chibuzo
S. Ezievuo
Department of Statistics, University of Nigeria, Nsukka
Email: dtianagee@gmail.com

ABSTRACT: In this study, based on de�nitive screening composite designs (DSCDs)
of Zhou and Xu (2016), de�nitive screening composite minimax loss designs (DSCMDs)
robust to one missing design point were constructed using the minimaxloss of e�-
ciency criterion. The newly constructed designs were compared with some existing
second-order response surface designs such as: central composite designs (CCDs),
orthogonal array composite designs (OACDs), orthogonal array composite minimax
loss designs (OACMs), and de�nitive screening composite designs (DSCDs)) based
on the D- and Ds - optimality criteria for 4 ≤ k ≤ 6 factors. The results showed
that DSCMDs generally performed better than some of the existing response surface
designs considered in this study.
Keywords: Second-order models; De�nitive screening designs; Minimaxloss crite-
rion; D-optimality criterion; Generalized scaled deviation

0.0.65 Parameter Estimation in Gaussian Mixture Models
using Microsoft Excel

1,2Kalu, Stephen I., 2Nwobi, Felix N., 3Ohaegbulem, Emmanuel
U.
1Department of Statistics, Abia State Polytechnic, Aba
1,2Department of Statistics, Imo State University, Owerri

Abstract: The problem of misclassi�cation in components scenarios is studied in
this work. It involves identifying any components from which each group element
is drawn and estimating the parameters of these groups including their respective
mixture weights. These problems were modeled as a Gaussian mixture model while
the expectation-maximization algorithm (EM) was used in the estimation of the
parameters to enable us to identify the group where each group element is drawn
from. Six datasets of varying lengths were used in this work. For components mix-
ture, we used the weights of 1000 students, the weights of 200 babies at birth, and
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306 Haberman's Cancer Survival datasets. For components mixture, we used 90
Immunotherapy datasets, 150 Fisher-iris datasets, and 151 Teaching Assistant Eval-
uation datasets. From the results, our proposed classi�cation Algorithm (using EM)
returned a relative classi�cation e�ciency of 56% over the three other existing clas-
si�cation methods, namely, logistic regression, discriminant method, and support
vector machine. The logistic regression method (LRM) returned 33% relative e�-
ciency, the support vector machine (SVM) returned 11% while the discriminant anal-

ysis method (DAM) had 0% relative classi�cation e�ciency. Keywords: pMixture

Model p Gaussian Mixture Model p Expectation-Maximization p Classi�cation

0.0.66 A novel technique for generating families of continuous
distributions

Boikanyo Makubate & Regent Retrospect Musekwa
Department of Mathematics and Statistical Sciences, Botswana
International University of Science and Technology, Palapye,
Botswana
Email: makubateb@biust.ac.bw

Abstract: In this paper, we present the generalized �exible-G family for creating
several con- tinuous distributions. Our new family features are that it adds only
two extra shape parameters to any chosen continuous distribution and is not de-
rived from any par- ent distribution that currently exists. Several special cases of
this family are provided. The family's model parameters are estimated using the
maximum likelihood estimation method. A simulation study is conducted to assess
the consistency of the maximum likelihood estimates. The generalized �exible log-
logistic, a speci�c case of our novel family, is applied to both patient's analgesia and
reliability data in order to illustrate the signi�cance of the family. The generalized
�exible log-logistic outperforms several competitive models provided in this paper.
Furthermore, the generalized �exible log- logistic performs better than traditional
distributions such as the BurrXII, Gumbel, and Weibull models.
Keywords: New �exible-G; Generalized �exible-G; Family of distributions; Con-
tinuous distributions; Maximum likelihood estimation
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0.0.67 Multinomial Logistic Regression Analysis of Malaria
and Some Socio Related Diseases: A Case Study of
General Hospital Zuru and General Hospital Wasagu

Mas'ud Ibrahim1, Jibril Magaji2 and Mansur Rabiu2

1Department of Statistics, Usman Danfodio University, Sokoto,
Nigeria
2Department of Statistics, Zamfara State University, Talata-
Mafara, Nigeria
Email: Volgayankey@gmail.com

ABSTRACT: Over the years, the harm caused by malaria di sease in Nigeria
have attracted interventions from the government and other stakeholders includ-
ing Ministry Of Health, World Health organization(WHO),United Nations Inter-
national Children's Fund (UNICEF) and United States Agency for International
Development (USAID) among others. Malaria as a common epidemic in Nigeria,
has counterparts that requires Intervention, it's on this basis that this research aim
to compare malaria, with typhoid, anemia, peptic ulcer disease, hepatitis and hy-
pertension among others. Multinomial logistic regression method was used for the
analysis. Wald test and odd ration tests were performed on the regression coe�-
cients. The �ndings of the research work indicated that malaria is not the only
threat in the two communities following the results obtained from two General Hos-
pitals namely, General Hospital Zuru and General Hospital Wasagu. At general
hospital Wasagu, a total number of 4,717 cases were recorded having typhoid to
be recorded as the highest with 3,597, followed by malaria with 494, anemia with
341 and hepatitis with 207. In General Hospital Zuru, 4,432 cases were recorded,
Malaria was recorded the highest with 1,593 cases followed by Typhoid with 1,477
cases, PUD with 663, HTN with 386, Anemia with 63, and Hepatitis with 247.
Following these results, it can be note that on each of the two General Hospitals,
Malaria has at least one counterpart disease if not more than one. A total of 9,149
cases were recorded from the two General Hospitals. If these cases should be treated
as priorities we will have an optimum solution in our health sector.
Keywords: Logistic Regression, Malaria, Typhoid, Anemia, Peptic Ulcer, Hepati-
tis, Hypertension
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0.0.68 BAYESIAN ESTIMATION OF EXPONENTIATED
WEIBULL AND LOG LOGISTIC MODEL USING
LAPLACE APPROXIMATION

Abba Modu Kolo and Umar Yusuf Madaki
Department of Mathematics and Statistics, Faculty of Science,
Yobe State University, Damaturu, Nigeria
Email: uymadaki84@gmail.com

ABSTRACT: Bayesian inference is a powerful statistical methodology that facili-
tates the updating of probabilities for hypotheses as new evidence becomes available.
This study delves into the realm of Bayesian estimation by applying Laplace&#39;s
approximation to the Exponentiated Weibull and Log Logistic models, both vital in
survival and reliability analysis. Through secondary collected data and simulation
techniques, the models were scrutinized to uncover parameter estimates, model �t,
and comparative performance. The Exponentiated Weibull model yielded param-
eter estimates such as beta, signifying skewness, and log. Sigma, indicating scale.
Employing the Laplace Approximation method, alongside the Sampling Importance
Resampling (SIR) technique, revealed insightful results. The Log Logistic model
exhibited parameter estimates for beta and log. Sigma, while also showcasing fa-
vorable Deviance and Log Posterior values. A decisive comparison, facilitated by
the Deviance Information Criterion (DIC), favored the Log Logistic model, indi-
cating superior �t and balance between complexity and goodness of �t. This study
showcases the prowess of Bayesian estimation through Laplace approximation in an-
alyzing complex survival and reliability models, ultimately recommending the Log
Logistic model for a more accurate representation of the given dataset.
KEYWORDS: Bayesian Estimation, Exponentiated Weibull, Log Logistic Model,
Laplace Approximation, Sampling Importance Resampling (SIR) technique

0.0.69 COMPARATIVE ANALYSIS OF THREE CHILDHOOD
KILLER DISEASES OF UNDER-FIVE CHILDREN
IN BAUCHI

1Maryam Bala Sa'eed and 2Umar Yusuf Madaki
1Department of Mathematical Sciences Faculty of Science, Bauchi
State University, Gadau-Nigeria
2Department of Mathematics and Statistics Faculty of Science,
Yobe State University, Damaturu-Nigeria
Email: uymadaki84@gmail.com

ABSTRACT: This study analyzed a count data to determines and compared the
deaths due to three childhood killer diseases (Malaria, Pneumonia and Measles)
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of under-�ve children, a case study of Bauchi Specialist Hospital, using data from
the medical record department of the hospital on number under-�ve mortality from
2015-2022. The objective of this study is to determine and compare the mortality
prevalence of the three childhood killer diseases of under-�ve children. The result of
the work reveals which among the diseases has the highest number of mortalities,
will also show which gender group has the highest mortality and also show whether
mortality is independent of gender or years or year of occurrence.
KEYWORDS: Children, Chi-Square, Killer Diseases, Malaria, Pneumonia, Measles

0.0.70 A Computerized Agro-Distribution Framework

George E. Okereke
Department of Computer Science, University of Nigeria, Nsukka,
Enugu State, Nigeria
Email: george.okereke@unn.edu.ng

ABSTRACT: According to UNICEF, about 67% of children in the age range of
6 months to 2 years are undernourished (UNICEF, 2023). This is attributed to
our food system which includes all aspects of feeding and nourishment. The cur-
rent strategies adopted in our existing food system e.g. farming, processing, food
supply chain, production and distribution a�ect the health of the people and call
for proper distribution of agricultural products and services from where they are
produced to where they are needed by the �nal consumers. This paper therefore
presents a computer-based framework for agro-distribution of products and services.
It handles prompt distribution of agricultural products and services to help manage
food crisis which is one of the Sustainable Development Goals (SDGs). Majority
of agricultural �rms in third world countries su�er lack of proper management of
resources including information about products, services, latest agricultural devel-
opments, delay in decision making and improper synergy between producers and
prospective buyers. This is due to improper documentation of agricultural accom-
plishments, failures and feedback, absence of cost e�ective agricultural information
dissemination system for training farmers and extension workers, improper use of
ICT and big data tools in dispersing agricultural knowledge and latest technologies.
The proposed framework handles proper dissemination of agricultural information
leading to e�ective distribution of products and services. The framework ensures
proper advertisement and linkage of consumers to the desired producers so as to
manage the food crisis and poor industrialization confronting third world countries.
It manages the distribution of agricultural products from local government to state
and federal levels and hence recommends the agricultural products to be imported
and exported. The application that demonstrates this framework is available at:
https://github.com/Ogbodiya/George-.
Keywords: Agro-distribution, food security, big data, ICT Tools, food crisis
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0.0.71 Inverted Dagum Distribution: Properties and Appli-
cation to Lifetime Dataset

Abdulhameed Ado Osi , Ibrahim Zakariyya Musa, and Sham-
suddeen Ahmad Sabo
Department of Statistics, Aliko Dangote University of Science
and Technology, Wudil, Nigeria
Email: shamsuddeenahmadsabo@gmail.com

Abstract: This article presents the introduction of a novel univariate probability
distribution termed the inverted Dagum distribution. Extensive analysis of the sta-
tistical properties of this distribution, including the hazard function, survival func-
tion, Renyi's entropy, and quantile function of the distribution of the order statistics,
was conducted. Parameter estimation of the model was performed utilizing the max-
imum likelihood method, with the consistency of the estimates validated through
Monte Carlo simulation. Furthermore, the applicability of the proposed distribution
was demonstrated through the analysis of two real datasets.
Keywords: Dagum distribution, maximum likelihood estimation, inverse transfor-
mation, probability density function, cumulative distribution function

0.0.72 DEVELOPMENT OF DEEP LEARNING MULTI�
LAYER PERCEPTRONMODEL USINGNEGATIVE
BINOMIAL REGRESSION APPROACH FORWAIT-
ING TIME PREDICTION

MEGBATIGHON John Oke, S. E. Chaku, Bilkisu Maijama'a
DEPARTMENTOF STATISTICS, NASARAWA STATE UNI-
VERSITY, KEFFI, Nasarawa state
Email: maijamaab@nsuk.edu.ng

ABSTRACT: Evidently queuing model has been very useful in identifying appro-
priate levels of sta�, equipment, and beds along with in making decisions about
resource allocation and the design of new services as well as Waiting Time (WT)
estimation and predictions. However, the traditional Queuing Theory approach has
been known not to be su�cient in real life applications because the methodology is
limited, for instance, unrealistic assumptions of the time distribution it requires to
do queuing analysis. Thus, the goal of this study is to develop deep learning multi
� layer perceptron model using negative binomial regression approach for waiting
time prediction and examine the existing used ML algorithms for WT prediction
at di�erent sample sizes of queuing and make an essential tools for responsive ac-
tions for any organization (i.e. healthcare centers) reporting long waiting times.
The study sets to follow Monte Carlos Stimulation process and utilization of real-
life data. Sequel to the developed multi-layer poisson regression (MLP- PR) and
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following the shortcomings of poisson regression to account for overdispersion in
count data as well as to regularize the problem of over-�tting in MLP approach, this
pursues to introduce a Novel Multi-Layer Perceptron Negative Binomial Regression
(MLP-NBR) for WT Prediction. The Novel model is expected to handle problem
of overdispersion, autocorrelation and over-�tting more e�ectively compare to the
MLP-PR.
Keywords:

0.0.73 E�ect of Poverty on Malnutrition in Rural Develop-
ment Using Iogistic Regression Model (A Case Study
of Jigawa State)

Mustapha Haladu, Nenlat Rapheal Rinyen and Khadija Ab-
dulkadir
Department of Mathematics and Statistics, Federal Polytech-
nic Bauchi, Nigeria
Email: haleedmustapha@gmail.com

Abstract: Hunger among under special populace is broad generally in low and
center pay networks in Jigawa State. Malnourished youngsters are frequently expe-
riencing longer and serious sicknesses and have a higher danger of dying and have
postponed engine advancement, lower psychological capacity, and helpless school
execution. As per NDHIS 2018) 15%, 18% and 22% under �ve youngsters were
squandered, hindered, and underweight separately in Jigawa State. Astounding
upgrades have been seen on numerous areas in Jigawa State like enhancements in
horticulture, instruction, wellbeing, �nancial and mechanical areas. The main aim of
this work is to identify and examine the correlation relationship of nutritional status
of under-�ve children in Jigawa state using ordinal logistic regression model in rela-
tion to Women Childbearing Age (15-49) years. This investigation utilize the Jigawa
State Nourishment information in NDHIS 2018. Also, SPSS is use as measurable
bundle for examination of information separated. Results shows that among 26v640
considered kids 22%, 72% and 6% were living in metropolitan, rustic, and Semi-
country networks separately. The mean Z-scores tallness for-age, weight-for-age and
weight-for stature were - 1.01, - 1.18 and - 0.87 separately and the predominance of
hindering, underweight and squandering was 20.1%, 22.8% and 12.3% individually.
The Coordination's investigation, utilizing chi square and single direction ANOVA
test uncovered that period of youngsters, birthweight, space of home, abundance list,
instruction of mother and family head, Mother&#39;s BMI, admittance to latrines
and drinking water showed critical relationship with every one of the three mark-
ers of unhealthiness. In multivariate examination utilizing various straight relapses
model showed that age and birth weight of kids was a huge indicator of hindering,
underweight and squandering keeping other powerful factors at consistent.
Keywords: Malnutrition, stunting, underweight, wasting and under-�ve children
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0.0.74 Exploring a Multi-Objective Continuation Method for
Regularization Path Computation in Deep Neural Net-
works

Amakor Augustina C.
Paderborn University, Germany
Email: augustina.chidinma.amakor@uni-paderborn.de

Abstract: The pursuit of sparsity in deep neural networks (DNNs) is driven by
its potential to enhance numerical e�ciency, model interpretability, and robustness.
In the realm of linear models, a well-established concept is the regularization path,
which connects the sparsest solution, characterized by zero weights via the L1 norm,
with the non-regularized solution. Recently, e�orts have been made to extend this
notion to DNNs by treating empirical loss and sparsity (L1 norm) as con�icting
criteria within a multiobjective optimization framework for low-dimensional DNNs.
However, due to the non-smooth nature of the L1 norm and the large parameter
space, this approach proves computationally demanding for high-dimensional DNNs.
In response, we introduce an algorithm designed to e�ciently approximate the entire
Pareto front for the stated objectives. We demonstrate convergence in determinis-
tic scenarios and provide numerical illustrations utilizing both deterministic and
stochastic gradient methods.
Keywords:

0.0.75 Evaluating the Groundwater Reservoir Quality in F.C.T
Abuja and its Health Implication Using Statistical Ap-
proaches

Sunday Segun Olutimayin1, Caleb Michael Lawal1, Abayomi
Joseph Fatoye1, and Ibitomi Michael Adewale1,2
1Department of Civil Engineering, School of Engineering, Kogi
State Polytechnic Lokoja, Nigeria
2Department of Mineral Resources and Petroleum Engineering
School of Engineering, Kogi State polytechnic Lokoja Nigeria
Email: victoriousme2015@gmail.com

ABSTRACT: This paper highlights the standard of groundwater sources its e�ects
on health in FCT, Abuja. Hand dug well and borehole water samples were collected
from three locations Abaji, Kwali, and Gwagwalada F.C.T. Abuja. The samples
collected from those locations were analysed using SPSS. The test results obtained
and recorded with reference to physical, chemical and biological procedures was done
in accordance with WHO &amp; NGSDWQ standard. The physical tests done in-
cludes colour, turbidity and Total Dissolved Solid TDS. All parameters with respect
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to physical tests were recorded for all the samples. The chemical results show that
the PH value ranges from 6.68-7.37 which indicates alkalinity. The water hardness
of hand dug wells ranges from 14-370 with an average value of 187 which indicates
moderately hard water. Test results also show value above World Health organiza-
tion (WHO) admissive limit and Nigeria Standard for Drinking Water (NGSDWQ).
The chemical parameters obtained from the tests results shows that Ec, BOD, COD,
HCO 3 , CO3, SO 4 , CL, NO 3 , Ca and heavy metals including Pb, Cd, Cu, Fe,
Mn, Zn and Ca in all the other waters samples collected and analysed were within
the allowable limits. The analysis of variance (ANOVA) shows that there was a
signi�cant di�erence in Total Bacteria Count (TBC) in those locations with respect
to borehole samples collected at P&gt;0.05. Analysis of variance also shows that
there was a signi�cant di�erence in Fe, Mn, Cu and Cd between the well in those
locations. The analysis done has revealed that regular routine monitoring by con-
cerned authorities should be adhered to ensure compliance and safety among many
other recommendations for further research.
Keywords:

0.0.76 A Markovian Model for Rainfall Pattern in Owerri
Area of Imo State, Nigeria

Felix N. Nwobi and Angel F. Ohaegbulem
Department of Statistics, Faculty of Physical Sciences, Imo
State University Owerri, Nigeria
Email: fnnwobi@imsu.edu.ng, angelo4real14@gmail.com

ABSTRACT: Inadequate knowledge of some weather parameters in the Owerri
area for cropping and storage of some agricultural products is addressed in this
paper. The work centers on the estimation of the mean �rst passage times and
mean recurrence times of rainfall in the Owerri area. A three-state, �rst-order
Markov chain model was employed to examine these weather parameters for the
area. Monthly rainfall data spanning from 1987 to 2022 were used for the evaluation
of the method. Results show that the mean recurrent times for dry-dry, wet-wet,
and rain-rain in the area are 4.4248, 5.2910, and 1.7094 respectively with a weather
cycle of about 11 days. In the long run, the area is expected to experience 23%,
18%, and 59% of the months to be dry, wet, and rainy respectively. Root crop
and perishable crop farmers are encouraged to take advantage of these results to
optimize their output.
KEYWORDS: Equilibrium probabilities; Markov chain; Mean �rst passage times;
Mean recurrence times. Rainfall.
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0.0.77 Data Analytics of Non-Clinical COVID-19 Preventive
Measures

Babagana Modu1 & Bilkisu Maijamaa2
1Department of Mathematics & Statistics, Yobe State Univer-
sity, Damaturu, Nigeria
2Department of Statistics, Faculty of Natural and Applied Sci-
ences, Nasarawa State University Ke�
Email: modubabagana70@yahoo.com, bilkisu970@yahoo.com

Abstract: This study investigates the public interest and awareness surround-
ing non-clinical COVID-19 pre- ventive measures, including Hand sanitizer, Face
mask usage, Social distancing, and Lockdown implementation, on the trends of
the pandemic. With the recent global pandemic persisted, un- derstanding public
engagement with preventive measures beyond medical interventions is crucial for ef-
fective public health communication. Through Google Trends analysis, we explored
methods such as correlation matrix, variance in�ation factor, and eigenvalue for
multicollinearity detection; Breusch�Pagan, White and Breusch�Godfrey tests were
utilized. The result shows that Face mask and Lockdown were negatively correlated
with the COVID-19 trends, whereas negligible associa- tion were found for Hand san-
itizer and Social distancing trends. Furthermore, no multicollinearity is detected,
the condition indices are less than 10, this indicating no variable having two or more
variance proportion greater than 0.5 or more. This results explored the temporal
variations, dis- parities, and correlations between these preventive measures and the
pandemic's progression. The �ndings shed light on the public's awareness, com-
pliance, and behavioral shifts towards these preventive measures over time, o�ering
insights for policymakers and public health authorities in guiding e�ective strategies
to mitigate the spread of COVID-19.
Keywords: COVID-19, Multicollinearity, Heteroscedasticity, Non-Clinical Preven-
tive measures, Google Trends
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0.0.78 Mathematical Analysis of Malaria-Cholera Co-infection
in the Presence of Treatment

G.A. Adeniran1, I.A. Olopade2, S.O. Ajao3, T.O. Akinwumi3,
I.T. Mohammed4, S.O. Sangoniyi5, A.K. Adamu2 and A.O.
Ogunmola2
1Department of Physical Sciences, Chrisland University, P.M.B.
2131, Abeokuta, Ogun State, Nigeria
2Department of Mathematics and Statistics, Federal Univer-
sity Wukari, PMB 1020, Taraba State, Nigeria
3Department of Mathematics and Computer Science, Elizade
University, Ondo State, Nigeria
4Department of Mathematics and social sciences, Osun state
polytechnic Iree. Nigeria
5Department of Mathematics and Computing Science Educa-
tion, Emmanuel Alayande University of Education, Oyo, Oyo
State, Nigeria
Email: isaac.olopade@fuwukari.edu.ng

Abstract: This paper presents a new mathematical model comprising fourteen
(14) compartments to study the dynamics of malaria and cholera co-infection in a
population. Initially, sub-models for malaria and cholera are examined separately,
followed by the integration into a combined co- infection model. Stability analysis is
conducted for each model variant, assessing the existence of disease-free and endemic
equilibrium points. The Basic Reproduction Number R0 is calculated using the
Next Generation Matrix Method, indicating stability when below unity (R0 < 1)
and instability when exceeding unity (R0 > 1). Numerical analysis demonstrates
that increasing treatment rates for the exposed class reduces the spread of malaria
and cholera by decreasing the population size of exposed and infected individuals
while increasing the recovered population size.
Keywords: Disease free equilibrium, Reproduction number, Stability, Malaria,
Cholera, Malaria/Cholera Co-infection.
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0.0.79 On the Selection of Best Approximating Transforma-
tion Amongst Competing Transformations in Time Se-
ries Modeling

Eleazar C. Nwogu1, Chukwudi J. Ogbonna1, Hycinth C. Iwu1,
Fidelia C. Kiwu-Lawrence2 , Lawrence C. Kiwu1 and Onyemachi
Elechi1
1Department of Statistics, Federal University of Technology,
Owerri, Nigeria
2Department of Statistics, Abia State University, Uturu, Nige-
ria
Email: lawrence.kiwu@futo.edu.ng

ABSTRACT: The focus of this study is to propose a method of selecting best
approximating transformation amongst competing transformations in Time series
modeling. The study utilized forecast accuracy measure (FAM) from the �tted
model and summary statistics of the residuals for the comparison. The study series
(Xt) was obtained from the Federal Road Safety Corps Port Harcourt, Rivers State
on the number of road tra�c accidents for the period January 1, 2013 to December
31, 2022. Regressing the natural logarithm of the periodic standard deviation on the
natural logarithm of the periodic averages of the original series yielded regression
coe�cient β = 0.808. Consequently, test of the signi�cance of regression coe�cient
suggested that the study series admit three competing transformations, namely,
Square Root, Log transformations and including the Exact transformation. The
result of the analyses suggest AR (1) using square root transformation, and ARMA
(1, 1) using exact and log transformations respectively as the tentative model that
describes the Time series data. However, on further examination of the model
residuals based on the summary statistics and forecast error, it was observed that
ARMA (1, 1) produced better �t for most of the time points with minimum variation
using log transformation. It is therefore recommended that when a study series
admits more than one transformation with 0.8 ≤ β ≤ 1.0, the loge transformation
should be considered as the best approximating transformation.
Keywords: Approximating Transformation, Periodic Averages and Standard Devi-
ations, Residuals, Forecast Accuracy Measure, ARMA Models
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0.0.80 Resonance E�ect Exhibited by Tumor Microenviron-
mental Factors on Tumor Growth modeled by Corre-
lated Colored Noises

Ibrahim Mu'awiyya Idris
Department of Mathematics and Statistics UmaruMusa Yar'adua
University, Katsina, Nigeria
Email: talk2midris@yahoo.com

Abstract: The tumor response to the resonance e�ect exhibited by some non-
immunogenic micro- environmental factors within the tumor site modeled by addi-
tive and multiplicative colored Gaussian noises is investigated. Using the Novikov
theorem, Fox approach and the Ansatz of Hanggi, an analytic expression approxi-
mate Fokker-Planck equation for the time evolution of probability density p (x, t|x′, t′)
is obtained. Numerical results reveal that the resonance e�ect exhibited by some
non-immunogenic microenvironmental factors within the tumor site may be one of
the factors responsible for their double edge e�ect of either promoting or inhibiting
tumor growth.
Keywords: Langevin equation, Fokker-Planck Equation, Colored Noise, Tumor
microenvironment

0.0.81 An Intrusion Detection System based on Enhanced
CNN Architecture on the IoTID20 Dataset

Abdullahi Ya'u Gambo1, Farouk Lawan Gambo2, Aminu Aliyu
Abdullahi3, Hayatuddeen Abdullahi Musa4, Sadiya Salihu Umar5,
Shehu Abba Adamu6

1Department of Computer Science, Kano State Polytechnic,
Kano
2,3Department of Computer Science, Federal University, Dutse
4Department of O�ce Technology and Management, Kano
State Polytechnic, Kano
5Department of Life Science Technology, Kano State Polytech-
nic, Kano
6Centre for General Studies, Kano State Polytechnic, Kano
Email: aygambo@gmail.com

Abstract: Intrusion Detection System (IDS) is a combination of software and hard-
ware utilized to monitor and identify anomalous activities within a network or device.
Literature reported the use of IDS to provide extra layer of defence in an Internet
of Things (IoT) environment. IoT being an intelligent network that provide ac-
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cessibility of its devices through unprotected network. As a result, IoT network is
subjected to various security vulnerabilities and malicious attacks. Research shows
that there's a need for an intelligent IDS. This study aims to address these secu-
rity challenges by improving the e�ectiveness and e�ciency of Intrusion Detection
Systems (IDSs) through the introduction of a novel Convolutional Neural Network
(CNN) model. To test the e�ectiveness of the model an IoTID20 dataset is utilized.
Accuracy is used as an evaluation metrics. The results of the experiment shows
that the proposed CNN model achieved 98.98% accuracy. The accuracy recorded
outperforms the existing results in the literature.
Keywords: Convolutional Neural Network, Internet of Things, Intrusion Detection
Systems

0.0.82 A RANDOM FOREST ANALYSIS OF THE STOCK
PRICE TRENDS OF THE NIGERIA STOCK EX-
CHANGE MARKET

1Alakija, Temitope O., 2Fadiji, Ademola. A., 3Akinola, Temi-
tayo E., 4Arum, Kingsley C.
1,2,3Department of Statistics, Yaba College of Technology, Yaba,
Lagos, 23401, Nigeria
4Department of Statistics, University of Nigeria, Nsukka, Enugu,
NIgeria

ABSTRACT: Random forest regression is one of the mostly used algorithms to
solve regression problems due to its lack of complexity and extremely greater accu-
racy. Random forest is majorly useful for predictive and comparative measures. This
study examines the stock price trends on the Nigerian stock exchange market using
historical market data by partitioning the dataset into train set and test set and
also considering various time periods. The random forest model was also validated
using a robust methodology, such as cross-validation, to ensure its generalizability.
Results show that the improved forest achieved through cross-validation with grid
search has a slight improvement in predictive accuracy when compared to the ini-
tially created model. This improvement suggests that the hyperparameter adjusted
through grid search contributed to enhancing the model performance. In conclusion,
it is essential to note from the study that the random factor involved in selecting
data for each tree in a random forest prevent the result from being consistently the
same. Therefore, even if the entire algorithm describe in this study is repeated, it
is likely that slightly di�erent metrics will be obtained for the resulting model.
Keywords: Random forest Regression, Stock Market, Stock price, Grid search,
Cross validation
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0.0.83 LOG-LINEAR ANALYSIS OF HIERARCHICALMOD-
ELING OF THE RISK FACTORS OF HYPERTEN-
SION IN SOME SELECTED HOSPITAL IN KEBBI
STATE

Ahmed A., Onwuka, G. I., Babayemi W. A., Raifu K.
Department of Mathematics, Kebbi State University of Sci-
ence and Technology, Aliero, Nigeria
Email: aishaahmedd100@gmail.com

Abstract: The aim of the study is to understand the interactions and contribu-
tions of di�erent risk factors of hypertension by �tting log-linear models, testing
for main and interaction e�ects, evaluating goodness-of-�t measures, and checking
the inferential relationships among the variables in some selected hospitals in Kebbi
State. The data-set made up of 405 justi�able cases of four risk factors. Cell counts
and residuals investigated the correlation between observed and expected frequen-
cies for various combinations of risk factors. goodness-of-�t measures, and making
inferences about the relationships among the variables. The data-set consisted of
405 valid cases of four risk factors. Cell counts and residuals examined the match
between observed and expected frequencies for di�erent combinations of risk. The
analysis was done with the use of SPSS software. There was a strong �t of the log-
linear models to the data. Extremely small p- values showed a high level of statistical
signi�cance and a perfect �t. The K-Way and Higher- Order E�ects analysis ex-
plaint the signi�cance of di�erent orders of e�ects. The outcome revealed that �rst,
second, and third-order e�ects had high statistical signi�cance, while fourth- order
e�ects proved insigni�cant. Backward elimination statistics were used to purify the
model by removing non-signi�cant variables. The iterative procedure helped discov-
ered the most thrifty and interpret-able model. The goodness-of-�t tests conducted
on the �nal model con�rm its suitability, with both the likelihood ratio test and the
Pearson test yielding high p-values. These results revealed a strong �t between the
model and the observed data.
Keywords: Hierarchical Modeling, Hypertension, Risk factors, Log-linear
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0.0.84 A BAYESIAN TECHNIQUE ON SCALE PARAM-
ETER OF LOG GAMMA DISTRIBUTION UNDER
QUADRATIC, SE AND WB LOSS FUNCTIONS

Gambo S. A.1 , Shehu Abba A.2 , Hussain Y.3 , A Lukman.4 ,
Abdullahi Y Gambo.5 , Musa Danazimi Mohammed.6 Sadiya
Salihu Umar7

Department of Statistics, School of Technology, Kano State
Polytechnic, Kano, Nigeria1
Department of Art and Humanities, School of General Studies,
Kano State Polytechnic, Kano, Nigeria2

Department of Statistics, Kano University of Sci. and Tech.
Wudil, Kano, Nigeria3

Department of Art and Humanities, School of General Studies,
Kano State Polytechnic, Kano, Nigeria4

Department of Statistics, School of Technology, Kano State
Polytechnic, Kano, Nigeria5

Kano State Institute for Information Technology Kura, Kano,
Nigeria6

Department of life Sciences, Kano State Polytechnic, Kano,
Nigeria7

Email: salihugabdullahi636@gmail.com

Abstract: In this paper, Inverse Chi Square and Inverse Gamma are used to esti-
mate scale parameter of Log Gamma Distribution. For best results, three measures
of loss functions; Quadratic, Squared Error and Weighted Balance loss functions are
compared. The results showed that as the estimate of scale parameter decrease so
increase in the estimate of shape parameter. However, Inverse chi square prior was
observed to perform better than Inverse Gamma prior while posterior risk for QLF
out performed that of SELF and WBLF respectively.
Keywords:
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0.0.85 EXAMINING THE RELATIONSHIP BETWEEN SO-
CIAL MEDIA USAGE AND UNETHICAL BEHAV-
IORS, INCLUDING CYBERBULLYING, AMONG
UNIVERSITY UNDERGRADUATES

G. A. Elu�dodo1 , O. J. Okpe2 , U. K. Ome1, S. O. Aneke1, I.
C. Ugwu1 and E. C. Asogwa2

1 Department of Computer Science, University of Nigeria,
Nsukka, Nigeria
2 Department of Computer and Robotics Education, Univer-
sity of Nigeria, Nsukka, Nigeria
Email: gabriel.elu�dodo@unn.edu.ng

ABSTRACT: In recent years, there has been a paradigm shift in communica-
tion, networking, and information dissemination among people occasioned by the
widespread adoption of social media platforms. Despite the numerous bene�ts social
media o�ers, its dynamic nature characterised by instant communication, vast net-
works, and user- generated content, raises questions about the ethical implications
of online interactions especially for undergraduate students. This study investigated
the relationship between social media usage and unethical behaviours among under-
graduate students of the University of Nigeria, Nsukka (UNN). We employed a non-
experimental approach, utilising a quantitative design and deductive techniques to
gain insights into the data collected through a structured questionnaire. Correla-
tion, chi-squared tests, and ANOVA were used to explore the associations between
social media usage and unethical behaviours. The correlation coe�cient of (r = -
0.028) obtained revealed a weak negative relationship between social media usage
and unethical behaviour, which suggests that social media usage does not have a
strong impact on unethical behaviour among undergraduate students. A chi-square
test of independence was subsequently conducted to further investigate the relation-
ship. The test yielded a chi-square statistic of 9.27 (p = 0.413). As the p-value
exceeded the conventional threshold of 0.05, it failed to reject the null hypothesis,
indicating no statistically signi�cant association between social media use and exam
malpractice. An ANOVA was employed to compare the means of cyberbullying
exposure across di�erent social media usage categories, the ANOVA results showed
no signi�cant di�erence (F = 16.29, p = 0.178) in cyberbullying experiences across
varying social media usage patterns.
Keywords: Social Media, undergraduate, unethical, usage, cyberbullying
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0.0.86 Comparative Analysis of Long Short-Term Memory
(LSTM) Neural Networks Variants in Multivariate Time
Series Forecasting

Saminu Umar1 and G. M. Oyeyemi2
1Department of Mathematics and Statistics, Umaru Ali Shinka�
Polytechnic, Sokoto, Nigeria
2Department of Statistics, University of Ilorin, Ilorin, Nigeria
Email: saminu.umar@gmail.com

Abstract: This study investigates the performance of various distinct variants of
Long Short-Term Memory (LSTM) neural networks�single LSTM, bidirectional
LSTM, and stacked LSTM�in forecasting multivariate time series. The investiga-
tion assesses their capacity in capturing temporal dependencies and forecast. Two
distinct datasets were used to facilitate this investigation,: a simulated dataset com-
prising two variables representing daily returns and a real dataset containing daily
o�cial Naira exchange rate prices against three di�erent currencies. Both sets of
data were split into two subsets: the in-sample data, which were used for model es-
timation and the out-of-sample data, which were used for out-of-sample prediction
evaluation. The data underwent preprocessing and formatting for LSTM input be-
fore training LSTM architectures. Furthermore, forecasting precision of the models
were evaluated and compared through the use of Mean Absolute Error (MAE), Mean
Squared Error (MSE), and Root Mean Squared Error (RMSE) performance met-
rics. The results revealed that the stacked LSTM consistently outperformed both
single LSTM and bidirectional LSTM models across both datasets, demonstrating
its e�ciency in �nancial time series forecasting.
Keywords: Multivariate time series, Long Short-Term Memory (LSTM), Forecast-
ing, Performance metrics

0.0.87 ASYMPTOTIC EFFICIENCY OF TRANSFORMED
MAXIMUM LIKELIHOOD ESTIMATOR FOR TWO-
PARAMETER LOGNORMAL DISTRIBUTION ON
NOISE POLLUTION CONTAMINANTS

Afolabi, Yusuf Olasunkanmi and Alabi, Oluwapelumi
Department of Mathematics and Statistics, Rufus Giwa Poly-
technic, Owo, Nigeria
Email: ayusufolasunkanmi@gmail.com

Abstract: Environmental noise contaminant observables sourced from three dif-
ferent generator plants of 2000kva capacity in Ibadan industrial layout were �tted
using a two-parameter lognormal distribution. This paper proposes the transformed
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maximum likelihood estimator for 2P-LND providing an extension to the log- like-
lihood function for accomodating a multifactor structure to suiting independent
estimate of the parameters of the distribution for the three di�erent plants consid-
ered. This new approach validated the asymptotic theory of uniformly minimum
variance unbiased estimator among its peer estimators for both �xed and random
e�ect model of observable contaminants from their respective noise levels was af-
�rmed by Kolmogorov-Smirnov one sample test at level of signi�cance as the null
hypothesis of the lognormal distribution being appropriate for the generator noise
levels could not be rejected.
Keywords: Likelihood function, Lognornal distribution, Noise pollution levels

0.0.88 A STUDY OF LOGNORMAL DISTRIBUTION FOR
MONITORINGMEASUREMENT OF BLOOD PRES-
SURE LEVELS IN OWO METROPOLITAN AREA

Afolabi, Yusuf Olasunkanmi and Alabi, Oluwapelumi
Department of Mathematics and Statistics, Rufus Giwa Poly-
technic, Owo, Nigeria
Email: ayusufolasunkanmi@gmail.com

Abstract: This study aimed to investigate the distribution of blood pressure mea-
surement levels in a population of Owo metropolis and determine if it followed
a two-parameter lognormal distribution modelling with unbiased methods of maxi-
mum likelihood and moments. The study used the Kolmogorov-Smirnov one- sample
test to evaluate the goodness of �t of the lognormal distribution to the data. The
results of the analysis showed that blood pressure measurement levels signi�cantly
followed a two-parameter lognormal distribution with the method of maximum like-
lihood as a better estimator (minimum variance), indicating that the distribution
of blood pressure measurements can be accurately modelled using this type of dis-
tribution. The study found that the lognormal distribution accurately captures the
skewed shape of the data, with the majority of measurements falling on the lower
end of the scale and a long tail extending towards higher values. The mean and
standard deviation of the distribution were used to describe the central tendency
and variability of the data, respectively. These �ndings have important implications
for healthcare professionals, as they can use this information to better understand
the distribution of blood pressure measurements in the population of Owo township
and suburbs, and also identify individuals who may be at risk for hypertension or
other cardiovascular conditions. The study also recommends that healthcare pro-
fessionals use the lognormal distribution to model blood pressure measurements,
pay attention to the long tail of the distribution, monitor and track blood pressure
regularly, and also consider individual factors when assessing an individual&#39;s
blood pressure measurements. Overall, the �ndings of this study contribute to a
better understanding of the distribution of blood pressure measurements and pro-
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vide insights into how this information can be used to improve healthcare outcomes.
The study also highlights the importance of regular monitoring of blood pressure
and individualized healthcare interventions to prevent and treat hypertension and
other cardiovascular conditions.
Keywords: Blood pressure levels, 2-P Lognornal distribution, Maximum likelihood,
Mothod of moments

0.0.89 Utilizing CART Classi�cation Decision Tree Model to
Examine Unemployment Trend in Nigeria

Lekia Nkpordee1 and Juma Ndhokero2
1Department of Mathematics and Statistics, Kampala Inter-
national University, Kansanga, Kampala, Uganda
2National Agricultural Research Organisation (NARO), En-
tebbe, Uganda
Email: lekia.nkpordee@kiu.ac.ug, ndhokero@gmail.com

Abstract: This particular study utilizes CART classi�cation decision tree models to
examine thirty - three years of unemployment information in Nigeria, derived from
the World Bank along with the International Labour Organization. The research
con�rms the usefulness of the CART design for learning the complicated dynamics
of unemployment in Nigeria through thorough statistical tests, like the Breusch
Pagan test for heteroscedasticity, the ADF device root test for stationarity and
also the BDS test for nonlinearity. Important elements including household income,
the industry sector in addition to education are identi�ed and also highlighted their
importance in determining unemployment rates. Results demonstrated the sequence
of unemployment rates is stationary yet nonlinear, highlighting the complicated
nature of unemployment dynamics. CART models display substantial predictive
accuracy, discover considerable predictors of unemployment, and also o�er insights
for policy formulation. This research plays a role in the literature by introducing a
novel approach to examining unemployment rates in Nigeria and stresses the need
for innovative analytical methods to tackle socioeconomic challenges.
Keywords: CART Classi�cation, Decision Tree Model, Examination, Machine
Learning, Unemployment Trend
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0.0.90 Optimization and Analysis of MV-Optimal Semi-Latin
Squares: A Study of Canonical E�ciency and Multi-
plicity Factors

Mba, Emmanuel Ikechukwu1 and Mba, Ifeoma Christy2
1Department of Statistics, University of Nigeria, Nsukka
2Department of Economics, University of Nigeria, Nsukka
Email: emmanuel.mab@unn.edu.ng

Abstract: This research aims to delve deeper into the realm of MV-optimal semi-
Latin squares, as identi�ed within the context of constructing and evaluating designs
of order six with block size three. The study will concentrate on optimizing MV
e�ciency measures while exploring the in�uence of canonical e�ciency factors and
multiplicity on the design&#39;s performance. Utilizing statistical evaluation tech-
niques, the research will analyse a subset of semi-Latin squares to identify patterns,
characteristics, and strategies for achieving MV optimality. By focusing on MV e�-
ciency as a primary criterion, the study seeks to contribute to the understanding of
optimal design construction methodologies and their applications in various �elds,
including experimental design, combinatorial optimization, and statistical analysis.
Keywords: MV-optimal design, semi-Latin squares, canonical e�ciency

0.0.91 COMPARATIVE STUDYOFMEMORY-TYPE CON-
TROL CHARTS FORMONITORING COVID-19 IN-
FECTIONS IN NIGERIA

Gbenga A. Olalude, Ibrahim O. Adeshina, Peter A. Alabi
Department of Statistics, Federal Polytechnic Ede, Osun State
Email: olaludelekan@yahoo.com

Abstract: Similar to other parts of the world, the outbreak of COVID-19 in Nige-
ria has necessitated the development of e�ective monitoring and control strategies
to mitigate its spread. Our study aims to compare and evaluate the performance
of memory-type control charts, speci�cally the Exponentially Weighted Moving Av-
erage (EWMA) chart and the Cumulative Sum (CUSUM) chart for monitoring
COVID-19 infections in Nigeria. The study collects and preprocesses COVID-19
data from o�cial health records, testing data, and epidemiological reports in Nige-
ria. It then applies the EWMA and CUSUM control charts to assess their perfor-
mance in detecting changes, identifying outbreaks, and providing actionable insights
and evaluates statistical measures such as false positive rates, false negative rates,
average run lengths, and power of detection to determine the superiority of memory-
type control charts. The �ndings indicate that the EWMA chart, particularly with
lower lambda values, is e�ective in detecting shifts in infection rates, outperform-
ing the CUSUM chart. Recommendations include implementing the EWMA chart
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with lower lambda values as a monitoring tool, continuously evaluating and op-
timizing control chart parameters, integrating real-time data analysis, considering
contextual factors speci�c to Nigeria, and conducting further research to explore ad-
ditional in�uencing factors. The study contributes to the advancement of statistical
process control for infectious diseases, provides insights for enhancing monitoring
and control systems, and has practical implications for public health authorities
and policymakers in Nigeria and similar settings worldwide. Keywords: Control
charts, COVID-19 monitoring, Memory-type control charts, Exponentially Weighted
Moving Average (EWMA), Cumulative Sum (CUSUM)

0.0.92 Enhanced Methods for Multicollinearity Management
in Stochastic Frontier Analysis Estimation

Rauf I. Rauf 1, Ayinde Kayode2 , Bello A. Hamidu1 , Bodunwa
O. Kikelomo1 , Alabi O. Olusegun1

1Department of Statistics, Federal University of Technology,
Akure, Nigeria.
2Department of Mathematical Science, Northwest Missouri
State University, USA
Email: rau�brahim@outlook.com

Abstract: This study proposes a new estimator called &quot;Weighted Princi-
pal Component Analysis Estimation for Stochastic Frontier Analysis&quot; (PCA-
SFA), which leverages principal component analysis (PCA) techniques to correct
the assumption violation of multicollinearity within the classical stochastic frontier
analysis (SFA) model. Monte Carlo Simulation study was conducted to evaluate the
e�cacy of the proposed estimator. Results indicate that the PCA-SFA estimator
outperform SFA models that overlook the violations of multicollinearity assumption.
Keywords: Stochastic Frontier Analysis, Multicollinearity, Assumption Violations,
Correction Methodologies
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0.0.93 On Application of Time Series Model to the Monthly
Reported Cases of Malaria in Nsukka Medical Centre,
Enugu State, Nigeria (2015-2023)

Nnaemeka Martin Eze, Charity Uchenna Onwuamaeze, Sam-
son O�orma Ugwu and Cynthia Ndidiamaka Nwafor
Department of Statistics, University of Nigeria, Nsukka, Nige-
ria
Email: nnaemeka.eze@unn.edu.ng

Abstract: In this study, a time series model is used to statistically analyze reported
malaria cases in Nsukka Medical Centre from 2015-2023. In the course of this study,
we identi�ed a time series model, estimated the parameters, checked for the best
model for prediction and made forecasts. The ACF and PACF plots cut o� after lag
1. From the ACF and PACF, we obtained ARMA (1, 1) model. Furthermore, BIC
(Bayesian information criterion), AIC (Akaike Criterion) and Schwartz were used
in the model selection and ARMA (1, 0) was selected as the best model. Moreover,
the test of model adequacy was conducted using Ljung-Box test and the result
showed that the model is adequate. Forecast was made for January - December,
2024 using the model. It was noticed that the forecast showed a downward trend
from January - December, 2024. The forecast results showed that the model can
be good in monitoring malaria cases within and outside vicinity of Nsukka, Enugu
State, Nigeria.
Keywords: Auto regressive, Box-Jenkins, Forecasting, Malaria, Moving average

0.0.94 TWOWAYCONTINGENCY TABLE ANALYSIS FOR
CASUALTY DUE TO ROAD TRAFFIC CRASHES

Adeniyi Oyewole Ogunmola, Chinyang Ibrahim and Isaac Adeshola
Olopade
Federal University, Wukari, Taraba State, Nigeria
Emial: ogunmola@fuwukari.edu.ng

ABSTRACT: Road tra�c crash is an event on the road that is wished never to
occur. Much more scared and worrisome is casualty due to road tra�c crash. As
a nation it is important to know where casualty due to road tra�c crash occurs
the most for appropriate interventions. This study aimed at investigating whether
there is signi�cant relationship between geo political regions in Nigeria and outcome
of road tra�c crash, where the target outcome is the casualty due to road tra�c
crashes. Data on number of casualties and non-casualties for each geopolitical region
of Nigeria from the year 2016 to 2022 was collected and presented in a contingency
table. Pearson Chi Square test and Likelihood Ratio Chi Square test for indepen-
dence were used to determine whether there is relationship between the geopolitical
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region and outcome of road tra�c crash. Result revealed that there is signi�cant
relationship between the two categorical variables. To determine signi�cant asso-
ciations in the contingency table, 15 possible local tables were derived from the
contingency table, and odds ratio as a measure of association was employed. Re-
sults revealed that signi�cantly, the odds ratio for each of the 15 possible local tables
is not equal to 1. Conclusively, the geopolitical region with the least casualties due
to road tra�c crashes in Nigeria is South East. Higher than South East region is
South South region. Higher than South South region is South West Region. Higher
than South West region is North West region. Higher than North West region is
North East Region. The geopolitical region with the greatest casualties due to road
tra�c crash in Nigeria is North Central. Generally, the Northern region of Nige-
ria su�ered higher casualties than the Southern region. More attention needs be
given to stop the higher casualties su�ered in the Northern region of Nigeria, and
particularly, in the North Central region.
Keywords:

0.0.95 MODELLING THE IMPACT OF INTEREST RATE,
INFLATION RATE AND EXCHANGE RATE ON
THE NIGERIA ECONOMY: 1990 � 2022

J. Mayaki1, J. S. Abdullahi2, and R.A. Adeyemi1
1Department of Statistics, Federal University of Technology,
Minna, Nigeria
2 Department of Statistics, Nuhu Bamalli Polytechnic, Zaria,
Nigeria
Email: j.mayaki@futminna.edu.ng

Abstract: The study focuses on developing Autoregressive Distributed Lag (ARDL)
model to examine the impact of real interest rate, CPI in�ation rate and real e�ec-
tive exchange rate on the Nigerian economy for the period of 1990 � 2022. Gross
domestic product was used as proxy for Nigeria economy. Data used for the study
was obtained from World Bank website. Due to the fact that ordinary least square
(OLS) resulted in a spurious regression, Phillip-Perron unit root test was conducted
and ardl-bound testing was used to examine the presence of cointegration. The re-
sult of unit indicated that interest rate was stationary at level while gross domestic
product (gdp), in�ation rate, and exchange rate were integrated of order one I(1).
The result of ardl-bound test revealed the presence of cointegration jointly among
the variables. The short-run model indicated that, on the short-run, in�ation rate
and its pass value and exchange rate and its pass value had negative and signif-
icant impact on Nigeria economy. Also, a negative coe�cient of error correction
term revealed that there may be a long-run impact from interest rate, in�ation rate
and exchange rate to Nigeria economic growth. The lon-run model showed negative
impact from interest rate, in�ation rate and exchange rate on the Nigeria economy
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although the coe�cient of real e�ective exchange rate was not statistically signi�-
cant. Consequent upon this, the study therefore recommended among others; good
policy on stable interest rate, in�ation rate and exchange rate that will brings about
positive in�uence on the Nigerian economy.
Keywords: Modelling, Ordinary least square, Autoregressive distributed lags, Ex-
change rate, Interest rate, In�ation rate, Economy growth

0.0.96 ANALYSIS OF THE ANNUAL STREAMFLOWTRENDS
ANDVARIABILITY EFFECTS OF SHIRORO RESER-
VOIR ON THE PEOPLE OF SHIRORO LOCAL GOV-
ERNMENT AREA, NIGER STATE. NIGERIA

I. S. Onotu1 , A. Usman1 , R.A. Adeyemi1 , U. Y. Abubakar2
1DEPARTMENTOF STATISTICS, FEDERAL UNIVERSITY
OF TECHNOLOGY, MINNA, Nigeria
2DEPARTMENTOFMATHEMATICS, FEDERAL UNIVER-
SITY OF TECHNOLOGY, MINNA, Nigeria
Email: idris.onotu@futminna.edu.ng

Abstract: The main objective of this study is to investigate the trend and e�ects
of the annual stream�ow of Shiroro reservoir. One of the e�ects of stream�ow vari-
ability is the �ooding menace which has now become a recurrent annual disaster
in Shiroro local government area, Niger state. In 1999 and 2003, when Shiroro
reservoir spilled, some villages and communities were completely submerged un-
der water. Deaths occur, valuables lost, farm lands devastated, while hundreds of
thousands of persons were displaced. Data on annual stream�ow for a period of
twenty-�ve (25) years (1996 � 2020) was obtained from the Meteorological Station
at Shiroro. The data was analysed using the Extreme Value Theory (EVT). Equa-
tion XT = 3468.5+1341(0.81yT − 0.405) was developed and forecasts for the return
periods of 5, 10, 50, 100, and 150 years was made. The results showed an upward
trend and threats of annual �ood and �ooding activities �ood. It is therefore recom-
mended that more dams be constructed to harvest the �ood water and that Shiroro
reservoir be dredged and well channeled so as to reduce depth of runo� during the
full wet seasons. Predictions to utilize the potential usage of the reservoir e�ectively
were also made.
Keywords: Dam, Flooding, Reservoir, Stream�ow, and Variation
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0.0.97 Computing proton stopping power ratio on CT image
domain using machine learning approach

Charles Ekene Chika
Department of Mathematics, University of Nigeria, Nsukka,
Nigeria
Email: charles.chika@unn.edu.ng

Abstract: A model and machine learning approach for computing proton stopping
power ratio (SPR) on CT image domain is presented. The model is developed us-
ing empirical relationship between CT numbers and SPR. The presented method
is compared with other popular existing methods for computing SPR. Tissue clas-
si�cation is also used to improve the estimation accuracy. The method gives good
result with modeling RMSE of 0.38%, low bias with mean error close to 0.00% and
exhibited more robustness as observed from the testing errors.
Keywords: Stopping power ratio, Proton therapy, Machine learning, Mathematical
model

0.0.98 Mathematical model on estimating relative electron
density and e�ective atomic number using CT image

Charles Ekene Chika and Stephen Ekwueme Aniaku
Department of Mathematics, University of Nigeria, Nsukka,
Nigeria
Email: charles.chika@unn.edu.ng

Abstract: A model for estimating relative electron density and e�ective atomic
number for human tissues is proposed. The model is compared to some of the pop-
ular existing models. The study focused on the use of this quantities for computing
radiation therapy treatment values. The model is easy to implement and showed
good performance on estimating these two quantities using theoretical values of
the CT numbers (which is computed using linear attenuation coe�cients); it gives
modeling error of 0.32% for relative electron density and 1.66% for e�ective atomic
number.
Keywords: Mathematical model, Relative electron density, E�ective atomic num-
ber, Empirical computation.
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0.0.99 Stochastic Comparison of lifetimes of series and par-
allel Systems with Dependent Heterogeneous Weibull-
Rayleigh Distributed Components under Random Shocks

Nwakobi, Micheal Nnamdi
Department of Statistics University of Nigeria, Nsukka, Nige-
ria
Email: nnamdi.nwakobi@unn.edu.ng

ABSTRACT: Several strategies for the analysis of coherent systems in reliability
theory have been studied by di�erent researchers. Here, based on majorization order
and symmetry or asymmetry functions, we carry out stochastic comparisons of life-
times of two series (parallel) systems with dependent Weibull-Rayleigh components
under random shocks. Hazard rate ordering and likelihood ratio ordering is utilized
as an applicable tool for the study and comparison of the selected systems. The par-
allel and series systems with shared components are studied by their corresponding
surviving probabilities from random shocks on their reliability. The theoretical �nd-
ings show that the weaker heterogeneity of shape parameters in terms of the weak
majorization order results in the larger reliability of series and parallel systems and
indicate that the more heterogeneity among the transformations of surviving proba-
bilities from random shocks according to the weak majorization order leads to larger
lifetimes of the parallel system.
Keywords: Stochastic order, reliability systems, Weibull-Rayleigh distribution,
Archimedean copula, Random shock

0.0.100 A BOX-JENKINS ARIMA APPROACH FOR IN-
FANT MORTALITY RATE IN MAIDGURI

1Hamidu Aliyu Chamalwa and 2Faisal Mohammed Kumshe
1Department of Statistics, Faculty of Physical Sciences, Uni-
versity of Maiduguri-Borno State, Nigeria
2Department of Mathematics and Computer Science, Faculty
of Science, Borno State University, Maiduguri-Borno State,
Nigeria
Email: chamalwa@unimaid.edu.ng

ABSTRACT: The research utilizes the ARIMA model to conduct a comprehensive
time series analysis on infant mortality rates in Maiduguri, revealing both trend and
seasonality. For both genders, there's a recent �uctuation in trends. Autocorrela-
tion and partial autocorrelation functions are employed to determine the model's
order. The data were trans�gured into stationary by di�erencing once after which
ADF and KPSS were to con�rm the stationary status. several tentative models
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were �tted and assessed for best �t; using the AIC, BIC and HQIC criteria. The
chosen models, ARIMA (1,1,1), is validated through diagnostics and employed for
forecasting. Forecasts for 2025 indicate an unstable trend for males and stability
for females. Recommendations include enhancing delivery channels and community-
based services, particularly in high-mortality areas, emphasizing girl-child education
through religious and traditional leader advocacy campaigns.
Keywords: assess, child, death, �tted, order

0.0.101 MULTIPLE-SET SPLIT FEASIBILITY PROBLEMS
FOR ASYMPTOTICALLY PSEUDO-NONSPREADING
MAPPINGS IN HILBERT SPACES

1A.C. ONAH, 2M.O. OSILIKE, 2P.U. NWOKORO, 2J.N. ONAH,
2,3E.E. CHIMA, and 2O.U. OGUGUO
1Department of Computer Science and Mathematics, Evangel
University, Akaeze, Ebonyi State, Nigeria
2Department of Mathematics, University of Nigeria, Nsukka,
Enugu State, Nigeria
3Department of Mathematics, Bingham University, Karu, Abuja,
Nigeria

Abstract. In this paper, we introduce a new class of asymptotically pseudonon-
spreading mappings and demon- strate its relationship with the existing related
families of mappings. Again, demiclosedness principle for the mapping as well as
the convexity and closedness of its �xed point set are established. Also, we propose
and inves- tigate a new iterative algorithm for solving multiple-set split feasibility
problem for the new class of mappings. In particular, weak and strong conver-
gence theorems for solving above problem for the new class of mappings in in�nite-
dimensional Hilbert spaces are proved together with its application. The results
presented in the paper extend and improve the results of Osilike and Isiogugu [10],
Quan and Chang [12], Quan et al [13] and host of other corresponding related results
in literature.
Keywords: multiple-set split feasibility, asymptotically pseudononspreading map-
pings; �xed point set, demiclosed- ness principle, weak convergence, strong conver-
gence
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0.0.102 STATISTICAL ANALYSIS OF ROAD ACCIDENT
IN NIGERIA FOR THE YEAR 2022

Ijeoma Eberechukwu Okechukwu and Chidimma Florence Ejio-
for
DEPARTMENT OF STATISTICS, FEDERAL POLYTECH-
NIC OKO, Anambra State, Nigeria
Email: ijeoma.okechukwu@federalpolyoko.edu.ng

ABSTRACT This study focused on statistical analysis of road accident in Nigeria
for the year 2022. The increasing cases of road tra�c accident in Nigeria, has called
for evidence based holistic attention and approach towards reducing its occurrence
considering the magnitude of the problem it presents to every Nigerian road users.
This study used secondary source of data collection with data obtained from Federal
Road Safety Corps (FRSC). The Multiple Bar Chart, Chi-Square test and Friedman
test were used to analyze the data. The �ndings of this study revealed from graphical
presentation that Quarter 1 had the highest number of casualties and people involved
while Quarter 4 had highest number of cases. North Central has the highest number
of cases, North West has the highest number of casualties and South West has the
highest number of people involved. The result of Chi-Square test showed that the
issues of road accidents in Nigeria depends on quarterly period of the year and zonal
division of the country since their p-values were less than 0.05 level of signi�cance.
The Friedman test also revealed that the issues of road accidents in Nigeria are not
the same across quarterly period of the year and zonal division of the country since
their p-values were less than 0.05 level of signi�cance. Further test was conducted
and it was found that Quarter 1 and South West are the period and the zonal
division of the country that has the highest issues of accidents in Nigeria.
Keywords: Road accident, Casualties, Road Safety, Geo-Political Zones

0.0.103 STATISTICAL ANALYSIS OF REPORTED CASES
OF RENAL FAILURE IN ANAMBRA STATE

Ijeoma Eberechukwu Okechukwu and Olukemi Bisola Olufemi-
Ojo
DEPARTMENT OF STATISTICS, FEDERAL POLYTECH-
NIC OKO, Anambra State, Nigeria
Email: ijeoma.okechukwu@federalpolyoko.edu.ng

Abstract Renal disease rank high as one of the causes of global death. This study
investigated reported cases of renal disease in Anambra State from 2010 � 2021.
Three research questions and one hypothesis guided the study. The study adopted
ex-post facto research design and Method of least square, Chi square and Pearson
correlation analysis were used in the analysis. The results revealed that renal failure
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is independent of sex and Body Mass Index (BMI), but depends on age with growth
rate of 2.7%. It was recommended among others that people should be mindful of
what they consume.
KEYWORDS: Renal failure, Chronic Kidney disease, Trend, Growth rate

0.0.104 An empirical comparison of multivariate classi�ers
under di�erent underlying distributions

Emeli, V. U. and Madukaife, M. S.
Department of Statistics, University of Nigeria, Nsukka, Enugu
State, Nigeria
Email: mbanefo.madukaife@unn.edu.ng

ABSTRACT: Classi�cation is a statistical method where the model tries to pre-
dict the correct group of a given input data based on predetermined characteris-
tics.This work evaluates and compares the performance of di�erent parametric and
nonparametric classi�ers for the classi�cation of multivariate normal, multivariate
t-distribution and multivariate exponential datasets simulated in R-studio. The
datasets were generated using di�erent sample sizes, number of variables, distances
between the group mean vectors and degrees of freedom. The classi�ers consid-
ered are linear discriminant (LD), Logistic regression, naïve Bayes, support vector
machines (SVM), k-nearest neighbours and decision trees and the performance mea-
sure used was the misclassi�cation rate (error rate). The results showed that the
LD gave the best classi�cation under the multivariate normal distribution, when the
distance between the mean vectors is small irrespective of the number of variables
and sample sizes. When the distance between the mean vectors is large irrespective
of the number of variables and sample size, the LD, Logistic regression, SVM and
k-NN showed good classi�cation performances. When classifying under di�erent
multivariate distributions, the result showed a signi�cant variation from those of
multivariate normality.
Keywords: multivariate classi�er, misclassi�cation rate, k-nearest neighbor, linear
discriminant classi�cation, naïve Bayes.

0.0.105 MODELLING AND FORECASTING NIGERIA'S
GROSS DOMESTIC PRODUCT (GDP) WITH HY-
BRID ARIMA-RBF MODEL

Babafemi Daniel Ogunbona Adeyemi
Federal University of Education, Ondo
Email: ogunbonabd@aceondo.edu.ng

Abstract: A nation's GDP is an important index re�ecting development in economy
and incomes. This paper studied the hybrid of Autoregressive Integrated Moving
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Average (ARIMA) and Radial Basis Function (RBF) that best �tted Nigeria's yearly
Gross Domestic Product (GDP) for the period 1960-2022. The series was tested for
stationarity using Augmented Dick Fuller test (ADF) and was seen to be stationary
at the second di�erencing. ARIMA (3, 2, 1) was identi�ed as an appropriate ARIMA
model. Thereafter, RBF was used to model the nonlinearity in the residuals of the
selected ARIMA. The best RBF model was the one consisting of one input with one
neuron, tone hidden layer with ten neurons and one output layer with one neuron
N (1,10,1) . The results of the out-of-sample forecasted period showed that hybrid
ARIMA-RBF outperformed the standalone ARIMA model.
Keywords: Modelling, Forecasting, GDP, Hybrid ARIMA-RBF

0.0.106 Evaluation of Generalized Scaled-Deviation of Third-
order Augmented Orthogonal Composite Designs

Brenda Mbouamba Yankam1,2 &Abimibola Victoria Oladugba1
1Department of Statistics, University of Nigeria, Nsukka, Nige-
ria
2Malaria Consortium, Buea, Cameroon
Email: brenda.yankam.pg03685@unn.edu.ng

ABSTRACT: The generalized scaled-deviation (GSD) criterion plays a pivotal
role in enhancing parameter estimation precision within response surface designs.
This study investigates GSD and its variants, including GSDl , GSDq , GSDb , and
GSDc , which respectively pertain to full, linear, quadratic, bilinear, and cubic coef-
�cients estimation of augmented orthogonal uniform composite designs (AOUCDs)
and augmented orthogonal uniform composite minimax loss designs (AOUCM). The
results showed that AOUCM designs performed better in terms of the full model,
linear, quadratic, bilinear and cubic coe�cients with the least GSD, GSDl , GSDq

, GSDb , and GSDc values, emphasizing their e�ectiveness in enhancing parameter
estimation precision.
Keywords: Generalized scaled-deviation; Response surface designs; Third-order
models; Optimality criterion

0.0.107 PROPORTIONAL ODDSMODELLING OF HIV IN-
FECTION AMONG PREGNANT WOMEN

Nwagwu, Glory C. and Obasi, Kingsley C.
Department of Mathematics, Kingsley Ozumba Mbadiwe Uni-
versity, Ideato, Imo State, Nigeria
Email: glory.nwagwu@komu.edu.ng and kingsley.obasi@komu.edu.ng

Abstract: The HIV virus is a cankerworm that is bedeviling human-kind, with
sequel advancement to Acquired Immuno-de�ciency Syndrome (AIDS), if not prop-
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erly managed can have e�ect on the socio-demographic factors. The study aimed
at determining the impact of socio-demographic factors that a�ects HIV status of
pregnant women in Imo state using a Proportional Odds Model. It was discovered
that single women within the Age (15-19) years and resident in the rural area were
the factors that contributed to the reason why these pregnant women are prone to
contacting HIV/AIDS infection in Imo State.
Keywords: HIV, AIDS, Proportional odds modelling, Socio-demographic factors,
Pregnant women

0.0.108 Modeling and Forecasting of Naira/USD Dollar Ex-
change Rates: Insights from Machine Learning Algo-
rithms

Timothy Kayode Samson1 , Christian Elendu Onwukwe2
1Statistics Programme, College of Agriculture, Engineering
and Science, Bowen University, Iwo, Nigeria
2Department of Statistics, Faculty of Physical Sciences, Uni-
versity of Calabar, Calabar, Nigeria
Email: kayode.samson@bowen.edu.ng

Abstract: One of the major topical issues in Nigeria now is the very disturb-
ing increase in Naira/US dollar exchange rates. The negative economic e�ects of
this have been felt in all aspects of Nigeria's economy and its rates have been ob-
served to be one of the major factors responsible for the increase in in�ation rate
in Nigeria. To derive meaningful insights into the future trend of Naira/ US dollar
exchange rates, this study applied �ve Machine Learning algorithms (Random For-
est, AdaBoost, Decision tree, gradient boosting, and bagging regression) to model
and forecast the Naira/ US dollar Exchange rate. Data on daily Naira to US dollar
exchange rates between 10/12/2001 and 17/04/2024 were obtained from the Cen-
tral Bank of Nigeria (CBN). Relevant data preprocessing was carried out and the
performance of these Machine Learning algorithms was evaluated using Root Mean
Square Error (RMSE), R2 , adjusted R2 , and Mean Absolute Error (MAE). Seventy
percent (70%) of the data was used in training and 30% were used in validation.
Descriptive statistics show a maximum exchange rate of N 883.06 per dollar with
minimum and mean exchange rates of N 256.41 per USD dollar and N 1662.35
per US dollar respectively within the period. The series was also found to be
skewed to the right. Results of the performance evaluation of these ML algo-
rithms reveal that Random Forest gave the least RMSE (33.5606), the least MAE
(3.6489), the highest R2 (0.9730) as well as the highest value of the adjusted R2

(0.9729) compared with other Machine Learning algorithms considered. The re-
sult of the 15-day prediction reveals that the Naira/US dollar rate cannot go below
N1100 per $1 in the coming 15 days. This study concludes that the Random Forest
(RF) regression performed better than other ML algorithms. Therefore, to save the
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Naira from complete collapse, the government through the Central Bank of Nigeria
(CBN) must come out with workable monetary policies that will help strengthen
the value of the Naira. There is also a need for us to reduce imports by moving from
a consumption economy to a production economy.
Keywords: Dollar, Naira, Machine Learning, Random Forest, AdaBoost

0.0.109 Evaluating the Groundwater Reservoir Quality in F.C.T
Abuja and its Health Implication Using Statistical
Approaches

Sunday Segun Olutimayin1, Caleb Michael Lawal1, Abayomi
Joseph Fatoye1 & Ibitomi Michael Adewale1,2
1Department of Civil Engineering, School of Engineering, Kogi
State Polytechnic Lokoja, Nigeria
1,2Department of Mineral Resources and Petroleum Engineer-
ing School of Engineering, Kogi State polytechnic Lokoja Nige-
ria

ABSTRACT: This paper highlights the standard of groundwater sources its e�ects
on health in FCT, Abuja. Hand dug well and borehole water samples were collected
from three locations Abaji, Kwali, and Gwagwalada F.C.T. Abuja. The samples
collected from those locations were analysed using SPSS. The test results obtained
and recorded with reference to physical, chemical and biological procedures was done
in accordance with WHO &amp; NGSDWQ standard. The physical tests done in-
cludes colour, turbidity and Total Dissolved Solid TDS. All parameters with respect
to physical tests were recorded for all the samples. The chemical results show that
the PH value ranges from 6.68-7.37 which indicates alkalinity. The water hardness
of hand dug wells ranges from 14-370 with an average value of 187 which indicates
moderately hard water. Test results also show value above World Health organiza-
tion (WHO) admissive limit and Nigeria Standard for Drinking Water (NGSDWQ).
The chemical parameters obtained from the tests results shows that Ec, BOD, COD,
HCO 3 , CO3, SO 4 , CL, NO 3 , Ca and heavy metals including Pb, Cd, Cu, Fe,
Mn, Zn and Ca in all the other waters samples collected and analysed were within
the allowable limits. The analysis of variance (ANOVA) shows that there was a
signi�cant di�erence in Total Bacteria Count (TBC) in those locations with respect
to borehole samples collected at P&gt;0.05. Analysis of variance also shows that
there was a signi�cant di�erence in Fe, Mn, Cu and Cd between the well in those
locations. The analysis done has revealed that regular routine monitoring by con-
cerned authorities should be adhered to ensure compliance and safety among many
other recommendations for further research.
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0.0.110 MANOVA ANALYSIS IN EDUCATION AND RE-
SEARCH: USES, EXAMPLES AND LIMITATIONS

Ogbonnaya Uchenna Nwoye
Department of Biological Sciences, Tai Solarin University of
Education, Ijagun, Ogun State, Nigeria
Email: ogbonnayaun@tasued.edu.ng

ABSTRACT: Analysis of data is an integral part of research as it shows the beauty
of collated data. Researchers in their bid to transform data employ various statistical
tools. Such statistical tool employed by researchers is the MANOVA (Multivariate
analysis of variance). MANOVA is a statistical method used to assess the impact of
many levels of independent variables, either individually or in combination, on the
dependent variables. Multivariate analysis of variance (MANOVA) is a statistical
technique that builds upon univariate analysis of variance (ANOVA). It is simply
an ANOVA involving multiple dependent variables. MANOVA is a comprehensive
statistical tool employed in research and education to examine group di�erences
when there are multiple dependent variables. It enables researchers to comprehend
complex correlations and patterns within data. MANOVA is a statistical technique
that can be used in experimental research to assess the impact of one or more inde-
pendent variables (factors) on several dependent variables. For example, in a phar-
maceutical study, scientists may employ MANOVA to investigate the simultaneous
impact of di�erent medicine dosages on many health outcomes. Additionally, it al-
lows researchers to make comparisons between many groups across various outcome
measures. In addition, MANOVA in research facilitates the inclusion of covariates in
the analysis, allowing for better control of potentially confounding variables. This
results in a reduction of error variance and an improvement in statistical power.
Despite its widespread applications and signi�cance, the use of MANOVA is subject
to certain limitations. These limitations encompass its sensitivity to outliers, the
di�culty in interpreting results, and the requirement for larger sample sizes. In con-
clusion, researchers are encouraged to utilize MANOVA when analyzing data that
involves multiple dependent and independent variables. This approach will enable
them to gain a more profound understanding of the factors that in�uence outcomes
and make well-informed decisions to improve practices and policies in their respec-
tive �elds.
Keywords: MANOVA, Analysis, Education, Research, Statistics

86



2nd ICSTMA Abstracts, 25th & 26th April 2024 CONTENTS

0.0.111 Adaptation of an Extended Cox model to Malaria
data from the General Hospital Ke�

Peter Enesi Omaku & Ahmad, Na�satu Tanko
Department of Mathematics and Statistics, Federal Polytech-
nic Nasarawa, Nasarawa State, Nigeria

Abstract: The extended Cox model, also known as the proportional hazard model,
is a widely used approach for modeling time-to-event data, particularly in the �eld
of medical and epidemiological research. In this paper the malaria data set obtained
from the General Hospital Ke�, combined with simulated time and clusters was
used, survival times were generated from the Weibull distribution for between 3
to 7 days when one is expected to complete malaria treatment and three levels of
clusters, which included; 20, 10, 5 observations per cluster were generated using 25,
50, 100 clusters, corresponding to the sample size of the malaria data of 500 in each
situation. Cluster e�ect follows a normal distribution of mean zero and variance
0.5. Results of simulation shows that model validation, performance and robustness
were achieved with model 2, with evidence of constant hazard and least values of
AIC and BIC. Here the cluster sizes of 50 with 10 observation within each cluster
correctly specify the group set that captures the unobserved heterogeneity within
the data. Male patients are 15% more at risk of death than their female compares.
Patients with the covariate set; age group 1; (0-5years), blood group A, B and AB,
most especially those of group �A�, coupled with an increasing temperature were
seen to be most vulnerable and at great risk of death from the disease. The malaria
data is best represented by ten (10) patients within blocks of 50 clusters in a sample
of 500 patients for the medical facility.
Keywords: Cox Proportional Hazard model, Partial Simulation, Clusters, Ex-
tended Cox model, Malaria

0.0.112 Modelling Road Tra�c Accident Along Opi-Nsukka
Road: A Poisson Regression Approach

Ezeokoye, Chidiebube Precious & Mba, Emmanuel Ikechukwu
Department of Statistics, University of Nigeria, Nsukka
Email: precious.ezeokoye.235952@unn.edu.ng

ABSTRACT Road tra�c accidents have become serious threats along Opi-Nsukka
road in recent years. The outcry emanates from the increasing prevalence of nega-
tive e�ects of accidents on human lives, properties, environments and the economy.
Poisson regression model was used to study the relationship between road accidents
and the factors facilitating them along Opi-Nsukka road. Count data on yearly
road tra�c accidents along Opi-Nsukka road covering the period 2016 to 2020 were
used. The results indicated that all predictors were signi�cant with p-value less than
0.05. This implies that all factors causing road accidents predicted major increase

87



2nd ICSTMA Abstracts, 25th & 26th April 2024 CONTENTS

of accidents along Opi-Nsukka road.
Keywords: Poisson regression, Road accidents, Likelihood Ratio Test, Multicollinear-
ity, Predictors, Goodness-of-�t

0.0.113 APPLICATION OF ARIMAMETHOD ON UNEM-
PLOYMENT RATE IN NIGERIA

Clement Ogbechi Akobi and Adeniyi Oyewole Ogunmola
Federal University, Wukari, Taraba State
Email: akobiklemzy555@gmail.com

ABSTRACT: In Nigeria, Unemployment rate is one of the problems bedeviling
the economy. The inability of Job seekers to secure gainful employment tends to
create disa�ection among these people and cause some of them especially the youth,
to resort to social vices. In the motivation to experience low unemployment rate
which is an economic indicator in Nigeria, deriving appropriate ARIMA model to
give insight into future occurrence of this indicator for intervention calls for the ap-
plication of ARIMA model. This study seeks to �t ARIMA model to unemployment
rate and forecast future values for unemployment rate. Data on employment rate is
sourced from the National Bureau of Statistics (NBS) from 1991 to 2020. Results
revealed that to obtain the appropriate ARIMA model that �ts the data, ten closely
suitable ARIMA models were identi�ed. Using the least values of AIC, AICc and
BIC as selection criteria, ARIMA (0, 1, 1) was found to be the best �tted model
for each of the two series. Subsequent diagnostic checks con�rm the adequacy of
the �tted models, with residual analyses indicating no signi�cant autocorrelation or
heteroscedasticity. The forecasted values for the unemployment rate series maintain
a constant point forecast. This implies that unemployment in Nigeria does not re-
veal a noticeable increase nor decrease but will be constant in Nigeria. Due to the
unchanging forecasted value which appears not to be decreasing, there is need for
interventions that will lead to the visible reduction of present unemployment rate
in Nigeria.
Keywords: Unemployment Rate, Nigeria, ARIMA model
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0.0.114 E�ect of Poverty on Malnutrition in Rural Develop-
ment Using Iogic Regression Model (A Case Study
of Jigawa State)

Mustapha Haladu, Nenlat Rapheal Rinyen and Khadija Ab-
dulkadir
Department of Mathematics and Statistics, Federal Polytech-
nic Bauchi, Nigeria
Email: nenlat2012@gmail.com

Abstract: Hunger among under special populace is broad generally in low and
center pay networks in Jigawa State. Malnourished youngsters are frequently expe-
riencing longer and serious sicknesses and have a higher danger of dying and have
postponed engine advancement, lower psychological capacity, and helpless school
execution. As per NDHIS 2018) 15%, 18% and 22% under �ve youngsters were
squandered, hindered, and underweight separately in Jigawa State. Astounding
upgrades have been seen on numerous areas in Jigawa State like enhancements in
horticulture, instruction, wellbeing, �nancial and mechanical areas. The main aim of
this work is to identify and examine the correlation relationship of nutritional status
of under-�ve children in Jigawa state using ordinal logistic regression model in rela-
tion to Women Childbearing Age (15-49) years. This investigation utilize the Jigawa
State Nourishment information in NDHIS 2018. Also, SPSS is use as measurable
bundle for examination of information separated. Results shows that among 26v640
considered kids 22%, 72% and 6% were living in metropolitan, rustic, and Semi-
country networks separately. The mean Z-scores tallness for-age, weight-for-age and
weight-for stature were - 1.01, - 1.18 and - 0.87 separately and the predominance of
hindering, underweight and squandering was 20.1%, 22.8% and 12.3% individually.
The Coordination's investigation, utilizing chi square and single direction ANOVA
test uncovered that period of youngsters, birthweight, space of home, abundance list,
instruction of mother and family head, Mother&#39;s BMI, admittance to latrines
and drinking water showed critical relationship with every one of the three mark-
ers of unhealthiness. In multivariate examination utilizing various straight relapses
model showed that age and birth weight of kids was a huge indicator of hindering,
underweight and squandering keeping other powerful factors at consistent.
Keywords: Malnutrition, stunting, underweight, wasting and under-�ve children
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0.0.115 Prompt Engineering application in Data Analysis:
A Comprehensive Overview Of asMultidisciplinary
Framework and Information Design for Actionable
Results

Udeh Chukwuma C.1 & Anichebe Gregory Emeka2
2Department of Computer Science, Enugu State University of
Science and Technology Enugu, Enugu, Nigeria
2Department of Computer Science, University of Nigeria Nsukka
Nigeria
Email: chukwuma.udeh@esut.edu.ng; gregory.anichebe@unn.edu.ng

Abstract: In the rapidly evolving landscape of data analysis, the formulation of
clear and concise prompts stands as a cornerstone for unlocking the potential of
vast datasets and deriving actionable insights. This paper presents a comprehen-
sive exploration of the pivotal role of prompt engineering in data analysis, drawing
upon insights from cognitive psychology, behavioral economics, information design,
and ethical theory. By synthesizing a wide array of existing literature, case stud-
ies, and examples, we delve into the intricate nuances of prompt crafting and its
profound implications for analysis work�ows and outcomes. At its core, prompt
engineering represents more than just a guiding mechanism for analysts�it embod-
ies a fundamental cognitive process that shapes the trajectory of data exploration
and interpretation. Grounded in the principles of cognitive load theory elucidated
by Sweller (1988), e�ective prompt design mitigates the cognitive burden on ana-
lysts, facilitating a streamlined and systematic approach to data analysis. More-
over, insights from behavioral economics, particularly the seminal work of Tversky
and Kahneman (1974) on heuristics and biases, underscore the profound impact
of prompt framing on analysts&#39; decision-making processes and the conclu-
sions drawn from analysis. Beyond its cognitive dimensions, prompt engineering
transcends disciplinary boundaries to embrace principles of information design and
ethical practice. Through meticulous attention to language, structure, and context,
well-crafted prompts serve as a conduit for transforming raw data into meaningful
narratives, empowering analysts to derive actionable insights with con�dence and
precision. Furthermore, ethical considerations loom large in the realm of prompt
construction, as highlighted by Barocas and Selbst (2016). Transparent and ac-
countable prompt design is essential for safeguarding against biases and ensuring
fairness, equity, and accountability in data-driven decision-making processes. By
synthesizing these diverse perspectives, this paper aims to o�er data analysts and
practitioners a comprehensive toolkit for navigating the complexities of prompt en-
gineering. Through a multidisciplinary lens, we illuminate the theoretical underpin-
nings of prompt crafting, explore practical strategies for formulating prompts that
lead to actionable insights, and navigate the ethical terrain inherent in prompt con-
struction. Ultimately, our goal is to empower analysts to harness the full potential
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of prompt engineering in enhancing the e�ciency, accuracy, and ethical integrity
of data analysis processes, thus driving informed decision-making and advancing
organizational goals in an increasingly data-centric world.
Keywords: Data analysis, Prompt crafting, Cognitive psychology, Behavioral eco-
nomics, Information design, Actionable insights, Ethical considerations

0.0.116 A MATHEMATICAL MODEL OF WOUND HEAL-
ING (ULCERATION) USING FRACTIONAL CAL-
CULUS

Ogwo Onyekachi Pius1 & G.C.E. Mbah2

1,2Department of Mathematics, Kingsley Ozumba Mbadiwe
University, Ideato, Imo State
2Department of Mathematics, University of Nigeria, Nsukka,
Nigeria

ABSTRACT: Ulcer disease is a major burden for health care systems worldwide.
In this work, we developed fractional reaction di�usion mathematical model that
focused on the important factors (such as oxygen, capillary tip density, blood vessel
density, �broblast, Chemo attractants, and blood sugar level) that help in successful
ulcer wound healing. The mathematical model explained how these factors di�use
into the wound space and react with one another for a successful healing of the
ulcer wound. The mathematical model represented with partial di�erential equation
which was developed and then converted into fractional order derivatives. Analytical
solution was obtained using Laplace Adomian Decomposition Method. The stability
analysis was carried out and the graph of the solution to the model was presented to
see which of these factors plays the most e�ective role in the healing process of ulcer
wound. The work deduced that oxygen played the most active role in the healing
of the ulcer wound.
KEYWORD: Ulcer, disease, wound, Mathematical model, oxygen, capillary tips
density, �broblast, stability, fractional, decomposition, pde
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ABSTRACT: Despite e�orts to develop ideas in undertaking research on sexually
transmitted diseases (STDs), the international research community&#39;s progress
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remains slow compared to the needs of adolescents living with STDs. This study
aimed to determine the reported cases of STDs in the Federal Medical Center, fo-
cusing on three speci�c types: urinary tract infections, Staphylococcus infections,
and retroviral diseases. The data was collected from the Federal Medical Cen-
ter in Owerri. The results of this research study were analyzed using One-way
MANOVA, which revealed no signi�cant di�erence in the prevalence of STDs be-
tween sex groups. Additionally, there was no signi�cant di�erence in the incidence
of STDs among sex groups who had previously been diagnosed with these diseases.
The �ndings of this study suggest an epidemic of STDs among adolescents, regard-
less of their sex, living in Imo State. Therefore, there is an urgent need for standard
and comprehensive procedures for adolescents transitioning from pediatric to adult
care. Furthermore, intensive education on STDs is necessary, particularly in basic
and post-basic schools in Imo State.
Keywords: MANOVA, STDs, FMC, OWERRI, Nigeria
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